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Abstract: 

This study presents a novel approach to enhancing chatbot intent classification through an optimized data preparation 
combined with Active Learning. We applied the clustering mechanism using a state-of-the-art sentence-transformers model 
with cosine similarity for cluster detection in order to categorize messages. This process was further refined through a 
dedicated Active Learning Pipeline, which focused on the most essential observations for labeling. Incorporating externally 
sourced labeled data from Scale AI, the labeling process was fine-tuned iteratively, until the model's performance stabilized. 
This approach shows promise for various datasets and tasks, suggesting a scalable solution for preparing data for supervised 
modeling and achieving optimal model performance in real-world commercial chatbot scenarios. 
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Introduction 

Active Learning has already a long history of research (Cohn et al., 1994; Lewis & Gale, 1994; Settles et al., 
2008; Druck et al., 2009; Settles, 2009, 2011), similarly to creation and development of high-quality annotated 
corpora in the field of NLP (Dligach & Palmer, 2011; Settles, 2011; Grouin et al., 2014; Wissler et al., 2014). The 
quality of annotated data is essential for supervised learning paradigm in user intent detection and prediction for 
conversational artificial intelligence (Xiao et al., 2020; Pawlik et al., 2022; Chandrakala et al., 2024). Yet, there is 
still a lack of research covering commercial chatbots that include recent advances combining Active Learning and 
optimized data preparation for chatbot intent classification. 

Our approach to enhance chatbot intent classification begins with a set of labeled data, then determines the 
adequate number of messages for the purpose of intent classification, and subsequently executes clustering of all 
first long messages of visitors represented as transformer-based embeddings, enabling further creation of main 
label categories. Next, the cluster label propagation was implemented for improving the labeling coverage within 
the dataset. Then, a dedicated Active Learning Pipeline was proposed to filter, refine, and reduce the dataset to 
the most informative observations. Additional labeled data from Scale AI were also incorporated, and the labeling 
process continued until incremental improvements in model performance began to flatten out with new data 
batches. 
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The rationale for our work arises from chatbots implemented for commercial use. The chatbot user's 
inquiries and requests regarding the products and services may cover hundreds of categories. Therefore, the 
chatbot intent classification model should quickly achieve the most accurate recognition of the intentions expressed 
in statements. Presented approach is trained considering state-of-the-art sentence-transformers model, cluster 
label propagation and Active Learning refinement. It is adaptable to various datasets and classification tasks, and 
has the ability to refine and prepare data for further supervised modeling in real-world commercial contexts. 

The rest of this paper is organized as follows. Section 1 presents the relevant work in related research areas. 
Section 2 describes our approach to dataset creation for intent classification, while section 3 explains the proposed 
active learning pipeline. In last section we summarize our findings, and conclusions are included in the last section. 

1. Related Literature Review 

Our paper is related to research in three areas listed below. 

Dataset creation for conversational agents 

Creating datasets for building and developing conversational AI usually involves collecting text data from 
conversations and labeling users' messages in terms of the category resulting from their content (Hakkani-Tür et 
al., 2015). In case of proof of concept and very simple chatbot models, the categories may concern greeting 
recognition, inquiry or conversation termination (Setiaji & Wibowo, 2016). In case of chatbots implemented for 
commercial use, the categories of user messages may include up to several hundred detailed categories (Shafi et 
al., 2020; Vasquez-Correa et al., 2021) relating to the user's inquiries and requests regarding the products and 
services offered. 

Intent classification in commercial chatbots 

The labeled dataset serves as input for training and testing classification models. Due to the processing of 
unstructured text data, these models are rooted in natural language processing and machine learning. These 
include the use of intent classification models to understand in detail what the user wanted to achieve as a result 
of his/her message, and thus to achieve the most accurate recognition of the ideas expressed by users in their 
statements (Ouyang et al., 2022; Finch et al., 2023). For example, in messages such as: „what is the temperature 
outside this evening”, „I need a ticket to Paris” or „the smartwatch I purchased has stopped working”, the 
classification of intentions may consist of determining whether the user wants to get information about the weather, 
buy a ticket, or ask questions about the complaint process – and defining their appropriate categorization. 

The ideal dataset created for intent classification for a commercial chatbot should contain a variety of user 
messages and be representative of the ways in which users may formulate their queries. According to Xiao et al. 
(2020), the more a chatbot is trained on the largest possible number of types of messages containing diverse 
intents that are present in text data extracted from conversations, the better it will understand the specific user 
intents and the better it will respond to a wide range of queries and requests for categories related to the dataset. 
Also, according to Chandrakala et al. (2024), having a large and comprehensive training database on which the 
chatbot’s language processing model is trained allows it to more accurately handle more diverse and specific user 
queries. Therefore, increasingly advanced approaches are being developed and tested in chatbots (Suryanto et 
al., 2023) that are supposed to be efficient in interpreting customer interactions and understanding context. 

Active learning 

However, for any supervised machine learning model to perform well, it needs to be trained on thousands 
of labeled data. Unfortunately, very large sets of labeled text data are extremely time-consuming to produce and 
very expensive to obtain (Settles et al., 2008). Hence, attempts have been made to overcome this obstacle by 
developing new techniques involving machine learning to efficiently generate large amounts of labeled data in order 
to improve classification accuracy. One such method is active learning, also known in the statistical literature as 
„query learning” and „optimal experimental design” (Settles, 2009). 

Active learning is a technique in which a model is actively involved in the process of acquiring a dataset 
(Druck et al., 2009). In practice, in the first step the model identifies the most informative observations and those 
that are difficult to classify. Then, in the second step, the most difficult cases are carefully selected, manually labeled 
by a human and added to the training set. By doing so, according to Settles et al. (2008) and Dligach & Palmer 
(2011), the model focuses on examples that are most likely to provide the greatest benefit when labeled and 
increase the accuracy of the model. 
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In addition to ensuring a balanced representation of category classes for the training and testing phases, it 
also aims to reduce the cost of manual data classification by limiting the procedure only to complex observations. 

2. Dataset Creation for Intent Classification 

Initial exploratory data analysis 

The starting phase of the research involved an exploratory data analysis. For this purpose we used a dataset 
of 689,832 unique messages that we collected from December 2020 to January 2021. This dataset served as the 
initial corpus for extracting patterns and insights. A critical task of the starting phase, in order to ensure a 
representative subset of the data, was determining the adequate number of messages for the purpose of intent 
classification. We realized it during three subsequent iterations. They are summarized in Table 1 and described 
below. 

Table 1. Initial EDA approach - selecting messages for intent classification 

Iteration Approach Verification: result obtained 
Improvement: 

strategy applied 

1 Pairs of visitor-bot messages Excessive noise in messages Omit 

2 First message of the visitor Too short messages Omit 

3 
First long message of the visitor: at least two words 
separated by whitespaces 

Many-word message Apply 

Source: own elaboration. 

First iteration was focused on analyzing pairs of visitor-bot interactions. However, this method proved 
suboptimal as the data contained excessive noise that complicated the extraction of meaningful patterns. Second 
iteration concentrated on the first message written by visitors. Analysis of this subset revealed that first messages, 
in most cases, were brief, often formulated as single-word messages, consisting of greetings such as „Hi” or „Hello”. 
This method also proved suboptimal, as the dominance of short messages did not provide substantial analytical 
value. In response to the limitations observed in methods applied for the first two iterations, the third iteration set 
focus on the first long message of the visitor (at least two words separated by whitespaces). It proved optimal at 
this point, as covering a many-word message gives clearer insights. In fact, the first long message is the most 
descriptive one from the entire conversation. Hence, in most cases, it carries the most insightful information and is 
sufficient to assess the topic of the whole conversation. There are, of course, cases where the topic changes within 
a single conversation in the user's subsequent messages. Yet in practice, one conversation typically concerns one 
specific topic that reflects one clear intent of the user - which proves to be an extremely important observation from 
the business perspective. Moreover, applying this approach excluded brief greeting messages, which were 
identified as sources of noise and did not contribute to the analytical objectives. 

After choosing the appropriate number of messages to classify intent, in order to improve the dataset and 
extract meaningful features from it, techniques such as Term Frequency-Inverse Document Frequency (TF-IDF) 
and n-grams analysis were further employed. We realized it during two subsequent iterations. They are summarized 
in Table 2 and described below. 

Table 2. Initial EDA approach - feature extraction for intent classification 

Iteration Technique Verification: result obtained 
Improvement: strategy 

applied 

1 TF-IDF Identification of redundant entities Omit 

2 N-grams analysis Identification of redundant entities Omit 

Source: own elaboration. 

While TF-IDF was utilized to assess the importance of words within the corpus, the n-grams analysis was 
utilized to capture the context by examining neighboring sequences of terms. Yet, the application of TF-IDF to the 
entire corpus failed to provide insightful results. It highlighted entities such as country names or product names, 
which did not provide deeper understanding of the text data. The subsequent n-grams analysis, focusing on the 
most frequent pairs of words, offered a marginally more informative perspective – but still it was too noisy and 
focused on redundant entities already highlighted by TF-IDF. 
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Clustering 

Subsequently, we executed clustering of all first long messages of visitors. To achieve this, first we wanted 
to obtain vector representations of these first substantial messages through a language model. Due to their state-
of-the-art performance, transformer-based language models are commonly used for this purpose in NLP (Ein-Dor 
et al., 2020; Wolf et al., 2020; Steegh & Sileno, 2023). After experimenting with several transformer models based 
on RoBERTa and DistilBERT, the sentence-transformers model elaborated by Reimers & Gurevych (2019), fine-
tuned on quora dataset (Huggingface, 2019), proved to perform best on our data, assuming that we apply cosine 
similarity for cluster detection. Once we obtained vector representations, we executed clustering to group messages 
that share the same topics or contexts. We realized it during two subsequent iterations. They are summarized in 
Table 3 and described below. 

Table 3. Clustering vector representations of visitors’ first long messages 

Iteration Technique Verification: result obtained 
Improvement: 

strategy applied 

1 UMAP, HDBSCAN, class-based TF-IDF 
Generic clusters difficult to interpret,  
bias of redundant entities 

Omit 

2 Cosine-similarity between all message pairs 
Small clusters, easy to interpret, minimized 
bias of redundant entities 

Apply 

Source: own elaboration. 

First iteration was focused on a combination of advanced techniques, including Uniform Manifold 
Approximation and Projection (UMAP) for dimensionality reduction and Hierarchical Density-Based Spatial 
Clustering of Applications with Noise (HDBSCAN) for clustering. This was followed by a class-based TF-IDF 
technique to highlight distinctive terms: all messages within a cluster were treated as a single document and then 
TF-IDF was calculated. Despite these sophisticated methods, the results were quite poor. The clusters that 
emerged were overly generic and difficult to interpret, and the bias of redundant entities was not minimized. 
Moreover, the whole iteration was compute-intensive. This outcome indicated a need for revising the approach to 
improve interpretability and efficiency. 

In the second iteration of clustering vector representations of visitors’ first long messages, we applied cosine 
similarity to assess the relationship between all pairs of messages. The clustering resulted in smaller groups, 
typically with up to 15 messages each, but most commonly around 5 messages per cluster. Small clusters were 
easy to interpret and included approximately 10,000 messages in total. This specific number of 10,000 represents 
the messages that were successfully clustered based on their relevance. Remaining messages were found to lack 
the necessary potential that would warrant their further inclusion by clustering algorithm. 

This second iteration successfully minimized the bias of redundant entities, enhancing the quality and 
relevance of the data. Moreover, the second iteration was demanding on both memory and computational 
resources, requiring about 125 GB of RAM to process approximately 100,000 messages in a single pass. This high 
resource usage was primarily because we had to store all message embeddings simultaneously, therefore applying 
such a brute-force and not optimized approach resulted in the significant memory and computational requirements. 

Manual labeling 

Based on clusters of vector representations, the further creation of main categories of labels for the dataset 
was derived from: 

▪ comprehensive analysis of past messages, 
▪ common sense reasoning. 

This approach led to the development of the first version of our taxonomy of labels, providing a foundation 
for further tasks. Manually assigning labels to each cluster resulted in 8,976 uniquely labeled messages, where 
each label could be applied on more than one cluster. 

Cluster label propagation 

To improve the labeling coverage within the dataset, the cluster label propagation was implemented with 
the idea of using existing labeled messages as references. For each message in the initial dataset, the cosine 
similarity was computed against all previously labeled messages, thus quantifying their overall similarity. If a 
message without a label revealed a high similarity to an already labeled message, this label was then assigned to 
the unlabeled message. Repeating this operation several times ensured that labels were systematically given to 
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new messages that fulfilled semantic proximity. In result, the labeled dataset increased to 26,155 uniquely labeled 
messages. 

Moreover, most probably due to similar nature of quora questions dataset of Reimers and Gurevych 
(huggingface, 2019) to our dataset, this model continuously exhibited really good results both on train and test sets, 
achieving 0.897 accuracy and 0.752 macro averaged f1 score on test set (randomly sampled 15% of the initial 
dataset, stratified by labels). Despite the high results of the model, it should be noted that these results were 
somewhat distorted because they were based on simple cases of „easy examples”. This issue was quickly exposed 
by an analysis conducted on a new sample that came from actual business operations. It turned out that the model's 
performance, which seemed good initially, was not as effective when applied to more complex real-world scenarios. 

Therefore, we did not stop on cluster label propagation, and we decided to build a dedicated pipeline for the 
purpose of active learning to exclude easily classified messages and focus on more complex examples that could 
meaningfully contribute to model performance. 

3. Active Learning Pipeline 

The development of a model integrated with active learning was realized through a series of steps. As 
organization of the learning tasks in a way that they gradually progress to more complex ones is grounded in the 
literature of never-ending learning paradigm (Mitchell et al., 2018), we were focusing on optimizing targeted data 
utilization and iterative improvement. 

In the first step a new dataset, aimed to provide a fresh basis for refining the model, was assembled. It 
included 225,323 unique English messages sourced from distinct conversations originating in June, 2021. It is 
worth underlining that the name of the month is quite important here, because including messages from summer 
could slightly reduce the impact of seasonality. The previous sample originated from December and January, where 
messages were heavily concentrated around holidays. Analyzing this thread in a broader perspective could 
contribute to research in another direction, concerning the cultural environment where the chatbot operates, and 
focusing on its impact on seasonality in training and testing data. 

Then, to maximize the impact of the data on model performance, a dedicated Active Learning Pipeline was 
proposed. The pipeline developed by us was designed to filter, refine, and prepare data for further modeling; 
subsequently – to reduce the dataset to the most informative samples; and finally - to ensure a balanced 
representation of classes for training and evaluation phases. The assumed strategy was to select messages that 
were most likely to improve learning and enhance model accuracy: 

▪ The pipeline started with the detection of the language of incoming messages. We decided to use an open-
source tool such as FastText. Given the project's focus, only messages identified as English were retained. 
After comparing several algorithms of language detection (including FastText, LSTM_langid, langdetect, 
and Google's cld3), FastText turned out to be the best available option. Nevertheless, it is worth adding that 
it remains a weak point in the project due to limitations in accurately identifying language nuances. 

▪ In the first few iterations, predictions were computed using the sentence-transformers model fine-tuned on 
quora dataset – the same model that was improved by the cluster label propagation step. 

▪ Then to our dataset, we applied heuristics based on regular expressions. These heuristics were created 
based mainly on essential keywords that could include specific predicted classes (e.g. for order status, the 
keyword is „tracking number” etc.). These heuristics covered 70% of the dataset. Messages that could be 
classified through these heuristics were removed from further analysis - under the assumption that they 
consist of „easy examples” from which the model would derive minimal learning benefit. 

▪ Next, remaining messages were further refined by applying a threshold to the model's scores. The assumed 
strategy was to reduce the remaining sample by thresholding on the model's outputs. According to our 
findings, messages with a maximum class score below the threshold of 0.8 should be considered as „difficult 
examples” due to the model's uncertainty, indicated by a flatter distribution of scores. These complex 
„difficult” messages were flagged for manual labeling, a decision supported by subject literature (Zhang et 
al., 2023; Meer et al., 2024) and for own manual analysis that distinguished a clear density difference in 
examples above and below this threshold. 

▪ Finally, from the refined messages, we drew stratified samples. With fewer labeled data batches, we 
expected them, after Settles (2011), to be more economical and more efficient at achieving high accuracy. 
Based on the predicted classes we ensured a representative composition in each batch. The first few 
samples included 1000 observations each. 
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After realizing steps of Active Learning Pipeline, we wanted to assess the performance of the model. It is 
worth mentioning that each individual data sample needed to be annotated by Scale AI before proceeding to the 
next stage. Therefore, the active learning workflow could only advance once Scale AI had provided the necessary 
labels for each sample, ensuring that the dataset was properly annotated. Thus, having accumulated around 10,000 
labeled messages sourced from Scale AI, we refined the taxonomy and validation set of 5,128 messages, stratified 
on labels. Then, we fine-tuned the model on the combined dataset, focusing on messages covered by heuristics 
for higher accuracy. 

We iteratively fine-tuned the model, validated performance, monitored errors, and targeted weak points with 
specific labeled samples. Each iteration improved the model, leading to the replacement of the previous version. 
To optimize the pipeline and data quality, we removed messages from the „undefined” class with high confidence, 
lowered the threshold to capture more complex cases, and sampled missing or difficult categories. We also 
extended regex heuristics throughout the process. 

The labeling process was concluded once the incremental improvements in model performance began to 
flatten out with the addition of new data batches. The incremental improvements slowed down or even decreased 
after adding new batches, as presented on Figure 1.  

This step also revealed biases in the annotated data due to differences of view between taskers. Namely, 
as some categories are very similar, taskers assigned labels from their own perspective - which was not always 
the same as our perspective. In several cases it was leading to an erroneous process of inconsistent label 
assignments. Because of this, we decided that adding more data would not improve the model’s performance, 
according to the earlier evidence discussed in research on human annotation efforts to build reliable annotated 
datasets (Settles, 2011; Grouin et al., 2014). 

Figure 1. Graph presents crucial metrics of the model fine-tuned on increasing labeled dataset 

 
Source: own elaboration. 

The final step involved merging several product categories into a single category. We have observed a high 
incidence of errors within these categories, but not between them and the remaining categories. It was determined 
that treating these as one consolidated category would be the most effective for the current model iteration. This 
was supported not only by considerations from the perspective of machine learning engineering, but also by the 
sufficient business productivity of the entire model pipeline. 

4. Research Results 

Our research indicates that conventional text analysis methods, such as TF-IDF and n-grams analysis, may 
fall short when it comes to uncovering deeper, contextually significant insights within certain datasets. We found 
that clustering techniques offer substantial advantages by revealing patterns that are not immediately visible 
through simple text analysis. Additionally, cluster label propagation improves labeling consistency and scalability, 
although its effectiveness is closely tied to the quality and representativeness of the initially labeled messages. Any 
errors or biases in these original labels can potentially be propagated throughout the dataset, making the initial 
label quality a critical consideration. 
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To address these challenges, we developed the Active Learning Pipeline. This pipeline uses regex-based 
heuristics to filter out easily classified messages, thereby focusing on more complex examples that contribute 
meaningfully to model performance. By applying a threshold to model outputs, the pipeline emphasizes data points 
where the model exhibits uncertainty, which can lead to significant improvements in accuracy. Moreover, stratified 
sampling based on predicted classes ensures that all classes are adequately represented in the dataset. 

However, the overall effectiveness of this pipeline strongly depends on the accuracy of the initial model 
predictions. Biases or inconsistencies in the initial model can be amplified in subsequent steps, potentially leading 
to suboptimal results. Additionally, while regex heuristics streamline the process, they might inaccurately discard 
potentially valuable messages. Similarly, a threshold set rigidly for model scores can exclude messages that are 
near the threshold but still hold significant potential. 

Conclusion 

Main contribution of this study is the development of the Active Learning Pipeline designed to enhance 
commercial chatbots performance by improving the dataset quality for classification models in user intent detection. 

The pipeline started with the language identification of incoming messages. Then, the initial iterations use a 
preliminary model, which was subsequently refined through cluster label propagation. Heuristics, based on regular 
expressions and essential keywords indicative of specific classes, were then applied to approximately 70% of the 
dataset. The remaining messages, categorized as „difficult examples”, were flagged for manual annotation. 
Subsequently, stratified sampling was performed on these refined messages to ensure a representative 
composition in each batch. Following the implementation of the Active Learning Pipeline, the taxonomy was revised, 
and the model was then fine-tuned on a combined dataset, including messages addressed by heuristics. 

The results indicate that traditional text analysis methods (such as TF-IDF and n-grams) turn out to be 
insufficient for extracting contextually significant insights in commercial chatbot datasets. The Active Learning 
Pipeline, particularly with the integration of cluster label propagation, significantly improves dataset quality and 
classification performance. It reduces the manual effort required to distinguish between „easy” and „difficult” 
examples from extensive datasets, focusing manual labeling efforts on more challenging cases. 

This approach offers practical value as it provides the baseline for methodologies for creating and refining 
datasets to improve the intent recognition, and enhancing active learning of the linguistic layer of commercial 
chatbots. 
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