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MECHANISMS OF GOVERNANCE OF SUSTAINBLE
DEVELOPMENT

HrabrinBachev
Institute of Agricultural Economics, SofiBulgaria
hbachev@yahoo.com

Abstract:

In this paper we incorporate the interdisciplinaew Institutional and Transaction Costs Economics
(combining Economics, Organization, Law, SocioloBghavioural and Political Sciences), and suggest a
framework for analyzing the mechanisms of goveraasfcsustainable development. Our new approachstake
into account the role of specific institutional @owment; and the behavioural characteristics ofliindual
agents (personal preferences, bounded rationatépdency for opportunism, trust, risk aversion)datie
transaction costs associated with the various foaingovernance; and the critical factors of economctivity
and exchanges (such as appropriability, frequenmgertainty, and asset specificity of transactiors)d the
comparative efficiency of market, private, publidahybrid modes; and the potential of productiouares
for adaptation; and the comparative efficiency démative modes for public intervention. Agriculilisector
is used to illustrate that new approach and supmatth examples.

Keywords: institutions, market, private, public and hybriddaes; agrarian sustainability
JEL Classification: D02, D23, 013, 017, Q01, Q12, Q18, Q13, Q56, L2,

1. Introduction

Governance of sustainable development is among topis@al issues in academic, business, and
policies debates [EC (2005); Raman, (2006); VanLetosl (2005)]. It is recognized that achievement
of economic, social, environmental, intra and igenerational goals of sustainable development
requires effective social order and coordinatedoast at individual, organizational, community,
regional, national, and transnational levels. krhgwn that effective forms of governance are yarel
universal and there is a big variation among différcountries, regions, subsectors. Experience show
that different societies achieve to a differenteext economic, social, environmental etc. goals of
sustainable development. That is a result of sjgegdverning structures which affect in dissimilar
ways individuals behaviour, give unlike benefitsponand different costs, and lead to diverse actual
performances. In this paper we incorporate therdigeiplinary New Institutional and Transaction
Costs EconomicfCoase, (1960); Furuboth and Richter, (1998); Mof1990); Williamson, (1996)],
and suggest a framework for analysis of mechan@hgovernance of sustainable development. Our
new approach takes into account the role of spmedifstitutional environment; and behavioural
characteristics of individual agents; and transactiosts associated with various forms of goveraanc
and critical factors of economic activity and exopes; and comparative efficiency of market, private
public and hybrid modes; and potential of productiiructures for adaptation; and comparative
efficiency of alternative modes for public interien. Agricultural sector is used to illustrate the
approach and support with examples.

2. “Institutions matter”

Institutions are the “rules of the game”, and tldgyermine individuals’ rights in society and
way property rights are enforced [Furuboth and fich(1998); North, (1990)]. Spectrum of rights
could embrace material assets, natural resounsemgibles, certain activities, labour safety, nlea
environment, food security, intra- and inter-getieral justice. A part of property rights are
constituted by formal laws, regulations, standacdsyt decisions etc. In addition, there are imguatrt
informal rules determined by tradition, culture, religion, idegyo ethical and moral norms.
Enforcement of various rights is done by statetbelomechanisms such as community pressure, trust,
reputation, private modes, self-enforcement ettitlitional analysis is not interested in de-jughts
but de-facto rights individuals and groups possés®. instance, the “universal principles” of
sustainable development have been declared [Rith BEBummit, (1992)] and accepted by most
countries. However, extend of adaptation and rdBmpoof related rights and their practical
enforcement vary significantly among countries.
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Specific institutional environment affects humarhdaour and directs (governs) individuals’
activities “in a predictable way” [North, (1990)}. creates dissimilar incentives and restrictioos f
intensifying exchange, increasing productivity, uothg private and collective initiatives, develapin
new rights, decreasing divergence between soctalpgr and regions, responding to ecological and
other challenges. For example, (socially) acceptaloirms for labour use (employment of children,
safety standards, wages), plant and livestock (@nimelfare, preservation of biodiversity, usage of
GM crops), and environmental resources (water iglgs; permissions for pollution), could differ
even between regions of the same country. Namedfitutional structure eventually determines
potential for and particular type of developmentliffierent communities, regions, and countries.

Institutional “development” is initiated by publeuthority, international actions (agreements,
assistance, pressure), and private and collectstons of individuals. It is associated with
modernization and/or redistribution of existinghtig; and evolution of new rights and emergence of
novel (private, public, and hybrid) institutionsr ftheir enforcement. For instance, sustainability
initially evolved “movements” and “new ideology” ideveloped countries. Afterward this “new
concept” extended and instituted in the body ofrfalrlaws, regulations and public support programs.
Numerous initiatives of producers and consumersvdde-spreading (codes of ethical behaviour,
organic farming, and system of fair-trade) beingamant part of institutional modernization in the
area.

Diverse institutional environment contributes téfatient extend to achieving economic, social,
environmental etc. goals of sustainable developmintor instance, private rights are not well
defined, enforced, or are restricted, that wouldtlintensification of exchange and overall economi
development. Indeed rights on major agrarian ressuwere not well defined during post-communist
transition in Bulgaria and that led to dominatiofi low productive, unsustainable and “gray”
structures; ineffective use of large national reses; and serious economic, social and environrhenta
problems [Bachev, (2006)]. The classical examplas iportance of institutional structure are
associated with the “tragedy of commons” (Hardim) éhe negative externalities [Pigou, (1920)].

Thus “institutions matter” and analysis of susthily is to be done in the specific institutional
rather than in an unrealistic (“normative”, desledbcontext. Nevertheless, institutional aspect is
commonly missing in most of suggested frameworks dpalyzing and assessing sustainability.
Accordingly, non-feasible norms rather than thd-liéa arrangements are used as criteria — e.g. the
farming model in other (developed) countries, tlssumption for perfectly defined and enforced
property rights, the effectively working public ¢ll, state, inter-governmental) organizations etc.
Therefore, an analysis of the structure and thduéwa of the real or other feasible institutional
arrangements for carrying out the agrarian actisithave to be included in the model [Bachev,
(2004)].

3. The modes of governance

The New Institutional Economics gives a new insightefficiency of divers market, private,
public and mix modes of governance, and their giateto deal with agrarian sustainability [Bachev,
(2004), (2007)]. This new approach requires emhrpall modes of governance affecting individuals’
behaviour which includednstitutional environmen{‘rules of the game”) — that is distribution of
rights and obligations between individuals, groupmnmunities and generations, and system(s) of
enforcement of these rights and rules. In modeniesp a great deal of individuals activities and
relations are regulated by some (general) formal iaformal rules. However, there is no perfect
system of preset outside rules that can goverrctefdy the entire activities of individuals in all
possible (and quite specific) circumstances ofrtlifei and relations.

— market modes- various decentralized initiatives governed ®efmarket price movements
and market competition (spotlight exchanges, atasstontracts, production and trade of organic
products and origins, system of fair-trade). Imaoce of the “invisible hand” of market for effeaiv
coordination and stimulation of individuals’ acties is a fundament of modern economy (and
policies for development and globalization). Howevithere has been many “market failures”
compromising sustainable development and leadirspttal crisis, economic crisis, ecological crisis,
energy crisis.

— private modes(“private or collective order”) — diverse privatgitiatives, and specially
designed contractual and organizational arrangesygmiterning bilateral or multilateral relationships
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of private agents (voluntary individual or colleei actions, codes of behaviour, environmental
contracts, eco-cooperatives). There has been emgeagijreat number of private and collective forms
managed by “visible hand of the manager”, collectilecision-making, private negotiations etc.
governing successfully various aspects (and chgdlenof sustainable development. Nevertheless,
there exist abundant examples of “private sectiturés” (lack of potential to coordinate and stiauel
sustainability) demonstrating incapability to detiectively with problems of development.

— public modes(“public order”) — various forms of a third-partgublic (Government,
community, international) intervention in marketdaprivate sectors such as public guidance,
regulation, taxation, assistance, funding, provisithe role of public (local, national, transnattn
governance has been increasing along with inteasifin of activity and exchange, and growing
interdependence of social, economic and environahetivities (and related problems and risks). In
many cases, effective organization of certain @gtilhrough market mechanism (price competition)
and/or private negotiation would take a long pewbdime, be very costly, could not reach a sogiall
desirable scale, or be impossible. Thus a cend@lmiblic intervention could achieve the willingtst
of the system faster, cheaper or more efficiedtlgnetheless, there has been a great number of bad
public involvements (inaction, wrong interventiaver-regulation) leading to significant problems of
sustainable development around the globe.

— hybrid forms— some mixture combining features of market angbiawate and/or public
governance - the state certifies organic produaedsenforces organic standards, and thus intemsifie
development of organic markets and environmentsbinability.

NATURE

Public governance
Socio-economic
development

Institutional
environment

Market
governance

Private governance

INDIVIDUALS

Figure 1. Mechanisms of governance of sustainability

In one person world there is no need for (any) gumece since the sustainable relations
between that person and the nature are achievedgira simple (production and/or consumption)
management (“self-governance”). However, in thd wearld of limited resources, complex social
interactions between many individuals (divisioneaplization and cooperation of labour, intensive
exchanges) and conflicting interests, there is edrfer a special governing mechanism to direct,
coordinate, stimulate, induce and enforce indivisledforts to accomplish a sustainable development.
The achievement of the state of an overall efficye(the maximum social welfare, sustainability) is
driven by various social arrangements — presetdband informal rules (institutional environment),
competition, contracting, cooperation, profit-makior non-for profit activity, collective actionsye
private order, public order, voluntary initiativesjxed modes etc. Depending on the efficiency of
system of governance which is put in place, theaue of development is quite different (Figure 1).
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Therefore, all systems for assessment of sustdiiyamiust include not only the outcome(s) of
the process, which is the “current” level (the etadf sustainability. Evaluation is to embrace the
system of governance put in place, which is thdasamechanism responsible for the outcome.
Otherwise, mere analysis of the state or trenctatdrs would give no adequate picture for the @bili
of the system to improve, sustain, or adapt tova siestainable level. Thus the problem for assessing
the efficiency of individual governing mechanismmaldor selecting the most efficient one(s) is very
important.

4. The costs of governance

Transaction costs are the costs associated witleqiian and exchange of individuals’ rights
[Furuboth and Richter, (1998)]. In addition to h@duction costs, economic agents make significant
costs for coordination of their relations with atledividuals: for finding best prices and partnéos
land, inputs and labour supply, financing, and retdnlg of outputs and services; negotiating
conditions of exchange; completing and “writing adwontract or setting up partnership organization
(coalition); coordination through collective deocisimaking or direct managerial orders; enforcing
negotiated terms through monitoring, controllinggasuring and safeguarding; disputing through a
court system or another way; adjusting or termamatéilong with changing conditions of exchange.

Institutional environment and its development alspose significant transaction costs to
individuals — for studying out and complying witlanous institutional restrictions (community or
state norms, regulations, standards), formal negishs, efforts to deal with bureaucracy etc. Adjo
example are current problems of many Bulgarian $atcmmeet EU requirements (“institutionally
determined” costs) related to new product qualdgd safety, eco, animal welfare etc. standards.

Transaction costs have tvibehaviouralorigins: individual’sbounded rationalityandtendency
for opportunism[Williamson, (1996)]. Economic agents do not pass&ull information about the
system (price ranges, trade opportunities, adveffets on others, trends in development) since
collection and processing of such information woléd either very expensive or impossible (future
events, partners intention for cheating, time apdce discrepancy between individual action and
adverse impacts on others). In order to optimizasiten-making (to reach state of efficiency) they
have to spent costs for “increasing their imperfationality” - data collection, analysis, foredagt
training.

Individuals are also given to opportunism and #réhis opportunity for some of transacting
sides to get non-punishably an extra rent from argk (performing unwanted exchange) he will
likely “steal” others rights. Two major forms of p@tunism can be distinguished: pre-contractual
("adverse selection”) - when some of partners ngarmation asymmetry to negotiate better contract
terms; and post-contractual (“moral hazard”) - whsome counterpart takes advantage of
impossibility for full observation on his activigglby partner or third party) or when he take “lega
advantages” of unpredicted changes in transacbngitons (costs, prices, environment). Third form
of opportunism occurs in development of large oizmtions (known as “free-riding”). Since
individual benefits are often not proportional malividual efforts, everybody tends to expect others
invest costs for organizational development aner lah benefit (“free riding”) from new organization
[Olson]. It is very costly or impossible to distirigh opportunistic from non-opportunistic behaviour
(because of bounded rationality). Therefore, agradgents have to protect their transactions and
rights from hazard of opportunism through: ex-aafterts to protect “absolute” (given by institut®)n
rights, and find reliable counterpart and desigitient mode for partners credible commitments to
contracted (voluntary transferred) rights; and estpinvestments for overcoming (through
monitoring, controlling, stimulating cooperationf) possible opportunism during contract execution
stage.

If transaction costs were zero then mode of theegwmnce would not be of economic
importance. In such a world individuals would mam#ugir relations witkequal efficiencyhough free
market, or through private organizations of différéypes, or in single nationwide company. All
information for effective potential of transactioriexploration of technological opportunities,
satisfying various demands, respecting assignedtrandferred rights) would be costless available.
And individuals would costless protect their (albge] contracted) rights, and trade owned resources
in mutual benefit until exhausting possibilities facreasing productivity, maximizing consumption,
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and sustainable developmentlowever, very often high costs make it difficolt block otherwise
efficient (mutually beneficial) transactions. Textlk cases of “market failure” are connected with
negative (positive) externalities. Since free-magwices do not reflect effect on third party’s faee
they cannot govern effectively relations betweativiiduals. Maximization of social output (welfare)

is not achieved, and inefficient allocation of nes@s and activities, and unsustainable development
arrives. Hence farmers will over-produce “publiadfa(noise, air, and water pollution) and under-
produce “public goods” (rural amenities, ecologi@ld cultural services; habitat for wildlife,
biodiversity). That necessitates a “Governmentrirgietion” to eliminate the differences between the
social and the private prices (an “internalizatidrexternalities” through taxes, norms etc.).

The problem of “social costs” does not exist in Werld of zero transaction costs and well-
defined private rights [Coase, (1960)]. Situatioh maximum efficiency is always achieved
independent of the initial allocation of rights. Wiever, when transaction costs are significant, then
costless protection, negotiation and exchangegbtsiis impossible. The initial allocation of profye
rights between individuals is critical for the oaktrefficiency and sustainability. Moreover, if higp
on important resources are not well-defined (eights on clean air and water) that creates big
difficulties in effective allocation (e.g. unsoldabcostly disputes between polluting farmers and
neighbourhood). Consequently, some essential tietiviand transactions) are not carried out at
socially effective scale, and the existing govegnistructures less contribute to sustainable
development [Bachev, (2007)].

Thus type of governance becomes crucial since warinodes give unequal possibilities for
participants to coordinate activities, stimulateegtable behaviour of others, and protect conttacte
and absolute rights from unwanted expropriationalworld of positive transaction costs rational
agents will seek, chose, and develop such modegofarning of their activities and relations which
maximize their benefits and minimize their totataguction and transacting) costs. In the long run
only efficient modes for governing of different idies will prevail (sustain) in agriculture [Baef,
(2004)]. However, sustainability of agrarian strwes is necessary but not a sufficient conditian fo
the sustainable development [Bachev and Peete)5)YR The overall goals of sustainable
development cannot be automatically achieved throtogally decentralized actions (free market
competition, private initiatives). There is a néedspecial (designed and installed) governancekvhi
include a significant public (community, nationtgnsnational, global) intervention in the agrarian
sector.

There is not singe (universal) mode for effectivgamization of all type agrarian activity in any
possible natural, institutional, and economic sumdings [Bachev, (2004)]. Individual governing
forms have distinct features (different advantages disadvantages) to protect rights and coordinate
and stimulate socially desirable activities. Besjdagents have specific personal characteristics —
different awareness, entrepreneurships, preferendsk aversion, tendency for opportunisms.
Furthermore, efficiency of governing mode will dade on specific attributes of each activity and
transaction. Therefore, individual transaction drahsaction costs is to be put in the centre of
analysis, and the comparative efficiency of feasiblodes for governing of socially desirable
activities assessed.

5. The principle governance matrix

Generally, every agrarian activity and transactionld be governed through a great variety of
alterative forms. For instance, a supply of envinental preservation service could be governed as:
voluntary activity of farmer; though private cordts of the farmer with interested (affected) agents
though interlinked contract between the farmer andupplier (processor); though cooperation
(collective action) with other farmers and stakeeos$; though (free) market or assisted by a third-
party (certifying and controlling agent) trade wdpecial (eco, protected origins, fair-trade) pcidu
though a public contract specifying farmer’'s oblfigas and compensation; though public order
(regulation, taxation, quota for use of recourse&hin hierarchical public agency or by hybrid rior

Different governance modes are alternative butegpal modes for organization of activities.
Free market has big coordination and incentive aidges (“invisible hand”, “power of competition”),
and provides “unlimited” opportunities to benefibrh the specialization and the exchange. However,

! Currently, there is a principle agreement (“socitract”) for a global sustainable development.
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market governance could be associated with a higtertainty, risk, and costs due to the price
instability, the great possibility for facing anpgtunistic behaviour, the “missing market” sitoati
etc. The special contract form (“private ordering8rmits a better coordination, intensificationdan
safeguard of transactions. However, it may reqlarge costs for the specification of contract
provisions, for adjustments with constant changethé conditions, for enforcement and disputing of
negotiated terms etc. The internal (ownership) miggdion allows a greater flexibility and contral o
transactions (direct coordination, adaptation, ex@&ment, and dispute resolution by a fiat). Howgver
the extension of the internal mode beyond the farand small-partnership boundaries (allowing
achieving the minimum technological or agronomiguieesments; exploration of technological
economies of scale and scope) may command signifaeests for development (initiation and design,
formal registration, restructuring), and for cutrenanagement (for collective decision making,
control on the coalition members opportunism, sup&m and motivation of hired labour etc.).

In order to select the best (most efficient) foon doverning of a particular activity we have to
assess the comparative advantages and disadvaofagestically possible forms for governance of
that activity. In some cases advantages of cent@ide of governance are not difficult to verify g.e.
when it gives bigger benefits (achieves sociallsiddle/effective scale) or commands minimum total
costs. In such cases choice of most effective fwrgovernance is easy since we can compare directly
costs and benefits of alternatives. For instancanost countries much of the agrarian activity is
commonly governed in some sort of family farm, sugply of inputs or exchange of farm output are
governed my market modes etc. However, in mangintgs, direct assessment (comparison) of costs
and benefits of alternative governing arrangememts difficult or impossible to make. That is
particularly true for some elements of transactiosts related to drivers’ governance structurethén
later group we can include costs for finding besters, negotiation, controlling and enforcemdnt o
contractual terms, organizational developmentylinteed transacting, unrealized (failed) deals etc.

The discrete structural analysis is suggested &buate comparative efficiency of alternative
governing forms [Williamson, (1996)]. Here the assaent of absolute levels of transaction costs of
alternative governing structures is not necessiinys approach aims to evaluate relative levels of
transacting costs between alternative modes of rgamee, and selecting that one which most
economizes on transacting costs. Following thatméwork first we have to identify “critical
dimensions” of transactions responsible for vasiatf transaction costs. “Frequency”, “uncertainty”
and “asset specificity” are identified as criti€attors of transaction costs by Williamson [Williaam,
(1996)] while “appropriability” added by Bachev ababonne [Bachev and Labonne, (2000)].

When recurrence of transactions between the samteepa is high, then both (all) sides are
interested in sustaining and minimizing costs dirthrelations (avoiding opportunism, building
reputation, setting up adjustment mechanisms).d@ssicosts for development of a special private
mode for facilitating bilateral (multilateral) exahge could be effectively recovered by frequent
exchange. When uncertainty, which surrounds trdimgecincreases, then costs for carrying out and
secure transactions go up (for overcoming inforomatleficiency, safeguarding against risk). Certain
risks could be diminished by production managenmerthrough special market mode (purchase of
insurance). However, governance of most transacitikgwould require a special private forms — e.g.
trade with origins; providing guarantees; usingrehant or output-based compensation; employing
economic hostages; risk-pooling, inputs-supply arkating cooperative; complete integration.

Transaction costs get very high when specific adeetrelations with a particular partner are to
be deployed. Relation specific investments arekK&8d in transactions with a particular buyer or
seller, and cannot be recovered through “facelesarket trade. Therefore, dependant investment
(assets) have to be safeguarded by a special foom as long-term contract, interlinks, hostage
taking, joint investment, or ownership integratiolMransacting is particularly difficult when
appropriability of rights on products, servicesresources is low. “Natural” low appropriability has
most of agrarian intellectual products (market infation, meteorological forecasts, new varietied an
technologies, software). Besides, all products aciivities with significant (positive or negative)
externalities are to be included in this groupappropriability is low possibility for unwanted (nhet
or private) exchange is great, and costs for ptiotecof private rights (safeguard, detection of
cheating, disputing) extremely high. Agents woulthex over produce (negative externalities) or
under organize such activity (positive externaditieinless they are governed by efficient private or
hybrid mode (cooperation, strategic alliances, {t@rg contract, trade secrets, or public order).

174



Volume 1V/ I'ssue 2(8)/ Summer 2009

Secondly,we have to “align transactions (differing in ditries) with governance structures
(differing in costs and competence) in discrimingt{mainly in transaction cost economizing) way”
[Williamson, (1996)]. According to the combinatiaf specific characteristics of each transaction,
there will be different most effective form for gawing of activity (Table 1). Agrarian transactions
with a good appropriability, high certainty, andwarsal character of investments (the partner @an b
changed anytime without significant additional epstould be effectively carried across the free
market through spotlight or classical contractsreH#e organization of transactions with a special
form or within the farm (firm) would only bring e costs without producing any transacting
benefits.

Table 1.Principle modes for effective governance

Critical dimensions of transactions
Appropriability
. High Low
Generic modes Assets Specificity
Low | High
Uncertainty
Low | High | Low | High
Frequency
High Low High Low High Low High Low

Free market Y Y
Special contract form Y Y
Internal organization Y Y
Third-party involvement %] %]
Public intervention ]

Y - the most effective modd? - anecessity for a third party involvement

Recurrent transactions with low assets specifictyd high uncertainty and appropriability,
could be effectively governed through special caxttr Relational contract is applied when detailed
terms of transacting are not known at outset (bigtertainty), and a framework (mutual expectations)
rather than specification of obligations is praaticPartners (self) restrict from opportunism arel a
motivated to settle emerging difficulties and coaé relations (situation of frequent bilateral &#ad
Besides, no significant risk is involved since istveents could be easily (costless) redeployed to
another use or users (no assets dependency). Aalspentract form is also efficient for rare
transactions with low uncertainty, high specificityd appropriability. Dependent investment could be
successfully safeguarded through contract provisiince it is easy to define and enforce relevant
obligations of partners in all possible contingesc{no uncertainty surrounds transactions). Heze th
occasional character of the transactions doesustifyj the internalization within the farm (firm).

Transactions with high frequency, big uncertaimgyeat assets specificity (dependency), and
high appropriability, have to be organized withime tfarm/firm (internal ownership mode). For
instance, managerial and technological knowledgpiite specific to a farm, and its supply has to be
governed through a permanent labour contract angled with ownership rights [Bachev, (2004)].
Capital investments in land are to be made on owiwed)-leased) rather than seasonally rented land
(high site and product specificity). All “criticakb farm material assets will be internally orgauiz
production of forage for animals; important machies water supply for irrigated farming etc. While
universal capital could be effectively financed market form (e.g. bank credit), highly specific
investments can be only made through an intermalifig (own funds, equity sell, joint venture).

According to personality of resource owners andsco$ their coalition, different type of farm
(agro-firm) will be efficient - one-person, familypartnership, cooperative, corporative [Bachev
(2004)]. If specific and specialized capital canbeteffectively organized within the farm (economy
of scale/ scope explored, funding made), then #¥egovernance outside farm-gates is to be used -
group farming, joint ownership, interlinks, coop@re, lobbying for public intervention. When strong
assets (capacity, time of delivery, site, brandimggr-dependency with upstream or downstream
partner exists, then it is not difficult to govarmansactions through contract modes (mutual interes
for cooperation and restriction of opportunism).r Fostance, in Germany and France effective
cooperative agreements between farmers and drinkitigr companies are widely used (symmetrical
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dependency) and led to production methods protgatvater from pollution [Hagedorn, (2002)].
However, very often farmers face unilateral depengeand need effective (ownership) organization
to protect their interests. Transacting costs foitiation and maintaining such “collective
organization” is usually great (big number of ctahi, different interests of members, opportunigm o
“free-riding” type) and it is either unsustainalide does not evolve at all. That creates serious
problems for efficiency (and sustainability) of imidual farms - missing markets, monopoly or quasi-
monopoly situation, impossibility to “induce” publintervention etc.

Third, we have to identify the situations of market andgie sector failures — that is the critical
points for sustainable development. Serious trdimgp@roblems arise when condition of assets
specificity is combined with high uncertainty, ldnequency, and good appropriability (Table 2).
Elaboration of special governing structure for ptestransacting is not justified, specific investise
are not made, and activity (restriction of activitgils to occur at effective scale (“market fadland
“contract failure”). Similar difficulties are alsencountered for rare transacting associated wigh hi
uncertainty and appropriability. In these caseshial part (private agent, NGO, public authority)
involvement in transactions is necessary (assistaadbitration, regulation) to make them more
efficient or possible. For instance, when Statatdisthes (enforces) quality and safety standards fo
farm inputs (chemicals, machinery) and producescertify providers of services, or regulate
employment relations, or guarantee minimum priceféomers, all that considerably facilitates and
intensifies (market and private) transactions andreiases farm sustainability. Emergence and
unprecedented development of organic farming astesy of fair-trade are also good examples in that
respect. There is increasing consumer’s demande(memium) for the organic, semi-organic and
fair-trade products in developed countries. Neaebs their supply could not be met unless effectiv
trilateral governance (including an independentifigation and control) has been put in place.

When appropriability associated with a transaci®row, there is no pure market mode to
protect and carry out activity effectively. Nevestiss, respecting others rights (unwanted exchange
avoided) or “granting” additional rights to othdreeeded transactions carried) could be governed by
“good will” or charity actions, NGOs, governmentioternational organizations. For instance, a great
number of voluntary environmental initiatives (agreents) have emerged driven by competition in
food industries, farmers’ preferences for eco-potidn, and responds to the public pressure fordoun
environmental manageméntHowever, environmental standards are usually ¢gss-based”, and
“environmental audit” is not conducted by indeperidgarty, which does not guarantee “performance
outcome”. Therefore, most of these initiatives seeing as a tool for external image manipulation.
Recent huge food safety, animal safety, and ecodsdshave demonstrated that such private schemes
could often fail (high bounded rationality and pbaiy for opportunism).

In any case, voluntary initiatives could hardlyisgtthe entire social demand especially if they
require significant costs. Some private modes cduddemployed if high frequency (pay-back on
investment is possible) and mutual assets dependémes incentive to cooperate) existk these
instances, unwritten accords, interlinking, bilateor collective agreements, close-membership
cooperatives, codes of professional behaviougralks, internal organization etc. are used. However
emerging of special large-members organizationsdialing with low appropriability (satisfying
entire “social” demand) would be very slow and exgiee, and they unlikely are sustainable in long
run (“free riding” problem). Therefore, there israstg need for third-party public (state, local
authority, international assistance) interventionntake such activity possible or more effective
[Bachev (2004)]. For example, supply of environmaégioods by farmers could hardly be governed
through private contracts with individual consumeesause of low appropriability, high uncertainty,
and rare character of transacting (high costs fegotiating, contracting, charging all potential
consumers, disputing). At the same time, supplyadfiitional environmental protection and
improvement service is very costly (in terms ofgaretion and organization costs) and would unlikely
be carried out on a voluntary basis. Besides, fiimircompensation (price-premium) of farmers by
willing consumers through a pure market mode is aisffective due to high information asymmetry,

2 Unprecedented development of the “codes of behsljiceco-labeling and branding, environmental
cooperatives, and “green alliances”, all they axedgexamples in that respect.

® For instance, inter-dependency between a bee keepea neighboring orchard farm (symmetric depeage
between needs of flower and needs for pollination).
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massive enforcement costs etc. A third-party modle svdirect public involvement would make that
transaction effective: on behalf of consumers stgency negotiates with farmers contract for
“environment conservation and improvement servicedprdinates activities of various agents
(including direct production management), provigeblic payments for compensation of farmers,
and controls implementation of negotiated terms.

6. Farm as a governing structure

A significant amount of agrarian activities is ongaed by different type farms and farming
organizations. Sustainability of a farm is to cletedaze farm’sability to maintain(continue)over
time. Since no economic organization would exist inglvarm if it were not efficient (otherwise it
would be replaced by more efficient arrangemettg, problem of assessment of sustainability of
farms is directly related to estimation of factaad level of farm efficiency. In traditional
(Neoclassical) framework, farm is presented as radipction structure” and analyses of efficiency
restricted to production costs (“factors produdyii “optimization of technological factors accongi
to marginal rule”). This approach fails to explawhy for a long period of time there exist so many
farms with different levels of “efficiency” (prodtieity). In Bulgaria for instance, level of profidity
and productivity in cooperatives has been 5 tinmeget than in private farms. Besides, there have
been one million highly sustainable subsistentraom profit farms in the country [Bachev, (2006)].

In addition to the production costs, modern farmisgalso associated with significant
transaction costs. Therefore, “rational” agrarigerds will seek chose and/or develop most effective
(less expensive) mode for organization of theingetions that minimize their bounded rationality,
and safeguard their investments and rights fronafthaf opportunism. When transaction costs are
high, they could block otherwise effective trangaw, and restrict farm size far bellow
technologically optimal level. Very often high cedor market trading (finding a credit, marketing o
output) and/or internal governance (deficiency @i Itransacting cost labour) limit farm size to
miniature subsistent farming or family borders [Bag, (2004)]. In other instances, existing effeztiv
potential to economize on market transacting costdd cause vast extension of farm size through
backward, lateral or forward integration. For exénpigh costs for market and contract tradingrafte
1990 has turned subsistent farming into the mdsctfe (only possible) forms for organization of
available agrarian assets (farmland, livestocknofe than a million Bulgarians [Bachev, (2006)]. On
the other hand, enormous costs of market trading bhaused domination of integrated and interlinked
modes, and concentration of commercial farmingeim thousands large agro-firms and cooperatives.

Thus in the world of positive transaction costsms and other agrarian organizations have a
significant economic role to play. They are notygmtoduction but also a major governing structure —
a form for organization of transactions and for imization of transacting costs. Therefore,
sustainability of different farms cannot be corecinderstood and estimated without analyzing their
comparative production and governance potentiatfiBa and Peeters, (2005)].

Generally, every farm related transaction couldjtreerned through a great variety of alterative
market, contract, integral etc. forms. Each of ¢hgsverning modes gives individuals dissimilar
opportunities to coordinate, stimulate, and conttdnsactions, safeguard investments from
opportunistic expropriation, and profit from spdiciaion, cooperation and exchange. One-person
farm (firm) has zero internal transaction costg, lbunited possibility for investment in specialized
(specific) human and material capital. “Internafiportunities for increasing productivity (through
investments, exploring economy of scale and sineyeases along with extension of coalition
members (group farm, partnership). However, itdsogiated with enlargement of costs for making
coalition (finding complementary and reliable pars) and internal costs for managing (coordination,
reducing bounded rationality, controlling opporam). Separation of ownership from management
(cooperative, corporation) gives enormous oppatiesifor productivity growth but it is connected
with huge transacting costs (for decreasing infdiona asymmetry between management and
shareholders, decision-making, adaptation, coimglbpportunism of hired labour and between
partners). Special contract form combines the piatefor greater “control” on transactions with
possibility to explore advantages of further spé@zition. Nevertheless, it could be connected with
large costs for preparing and enforcement of cotgrfor complex occasional transactions with high
unilateral dependency. Free market has big coardmand incentive advantages (“invisible hand”,
“power of competition”), and provides “unlimited’pportunities to benefit from specialization and
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exchange. However, market governance could be iassdavith high uncertainty, risk, and costs due
to price instability, great possibility for facirgpportunistic behaviour, “missing market” situatietc.

Protection of rights and economic exchanges letenmofitable use of resources but also
require additional costs. Farmers and other econagents (resource owners, consumers) will tend to
govern their activity and relations though the meffective forms — that which maximize their
benefits and minimize their costs. Therefore, nedgctive form and size of farm will be determined
through optimization of total (producticemd transacting) costs, and trade-offs between the igain
productivity/benefits and the gain in transactingts. Hence farm will be efficient (sustainableit if
manages all transactions in most economical footheer(s) way — that is situation when there is no
activity which could be carried out with net benelfi farm does not govern activity or transactions
effectively, it will be unsustainable since it ekpaces high costs and difficulties using instdos
(possibilities, restrictions) and carrying activignd transactions comparing to other feasible
organization. In that case, there will be stronzeintives for exploring existing potential (adaptiog
sustainable state) through reduction or enlargewiefistrm size, or via reorganization or liquidatioh
farm. Thus either alternative farm or non-farm &milon of resources; or farm expansion through
employment of additional resources; or trade irbtefainternal use of owned land and labour; or
taking over by (merger with) another farm or orgatiorf, will take place.

Furthermore, transacting modes and acceptableemetfits will vary according to individual's
preferences, entrepreneurship ability, risk aversiopportunity costs of owned resources etc.
Depending on personality of resource owners arahgacting) costs and benefits of their coalition,
different type of farm will be preferred - one-pamsfarm (firm), family farm (firm), group farm or
partnership (firm), cooperative farm, and corpme@tiarms [Bachev, (2004)]. Expected benefits for
farmers could range from monetary or non-monetaepme; profit; indirect revenue; pleasure of self-
employment or family enterprise; enjoyment of agitioral activities; desire for involvement in
environment, biodiversity, or cultural heritage seevation; increased leisure and free time; torothe
non-economic benefits. Moreover, in specific ingtitnal environment (legal framework, support
policies, tradition, access to new technology, wvel of transacting costs) various types of farih w
have quite different effective horizontal and weati boundaries. For instance, in transitional
conditions of high market and institutional uncety and inefficient property rights and contract
enforcement system, most agrarian investments hagp®e be in regime of high specificity. As result
(over)integrated modes such as low productive stdr#i household and group farming, or large
production cooperatives and agro-companies, domsnat Bulgaria and East Europe [Bachev,
(2006)]. Alternatively, in more matured economiegiere markets are developed and institutions
stable, the agrarian assets are with more univetisatacter. Therefore, farm borders are greatly
determined by the family borders, and more marked aixed (contract rather than entirely
integrated) forms prevalil.

In order to assess farm’s efficiency and sustalitahie have to put individual transaction in
the centre of analysis, and assess the level aicagsd costs and benefits. Major types farm
transactions are associated with: the know-how Igupmovation supply, land supply, labour supply,
inputs supply, service supply, financing, insurasaeply, and marketing of services and products.
The analysis is to embrace comparative efficientyorganization (governance) of every major
transaction of farm. If significant costs (diffitigls) of some type transacting in relation to thesfble
alternatives is in place, then farm is to be cogr@d as non-sustainable. Given the fact that altiean
form often diminish one type while increasing otHend of transacting costs, and widespread
application of complex modes (interlinking creditfpply with inputs supply and/or marketing), the
overall (internal and external) governance costh®farm has to be taken into account.

Next, farm’'spotential (incentives, ability)for adaptationto the evolving market, institutional
and natural environment through effective changeshe governing forms (saving on transacting
costs) and the production structure (exploring nettgical possibilities for growth in productivityy
to be estimated. Thus if a farm does not have antial to stay at or adapt to new more sustainable
level(s) it would be either liquidated or transfeuninto another type of farm. For instance, if mrfa

* In developed countries, the sustainable developthas been associated witlisappearanceof traditional
farming organization in major sectors (poultry, fhead pig) which igaken overby orintegratedinto related
industries (Sporleder).
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faces enormous difficulties meeting institution@lportunities and restrictions (e.g. new quality and
environmental standards, production quotas); ba# serious problems supplying managerial capital
(as it is in a one-person farm when an aged fatraesmo successor), or supply of needed farmland (a
big demand for non-agricultural use of land), onding activities (insufficient own finance,
impossibility to sell equity or buy credit), or rkating output (a changing demand for certain
products, strong competition with the imported jatd), then it would not be sustainable despite the
high historical or current efficiency. Currentlyetie are numerous unsustainable farms in most EU
countries, which can hardly adjust to the fundamlechanges in CAP and associated enhanced
competition and new food safety, environmentalrehiwelfare etc. standards.

Our new approach makes it clear that sustainablelolement does not mean sustainable farms
and agrarian structures [Bachev and Peeters, (RODB¢ farms and other modes of governance
evolve (modernize, adapt, transfer, disappear) rdowp to the changes in the social and natural
environment. The development of the governance megtudged depending on the contribution of
dominating and newly emerging forms of governanceathieving various (social, economic,
environmental etc.) goals of sustainable developn@uar approach also proves inadequacy of widely
used indicators for productivity of “production ¢t®sand resources” for the assessment of the
efficiency (viability, sustainability) of differerflarming organizations. Actually it is to be exptia
significant differences in the rate of profitalylion investments in an agro-firm (a “profit making
organization”) from the “pay-back” of expenditurasd resources in a cooperative (“member oriented
organization”), a public farm (a “non-for profit ganization”) or in a self-consistent farm (giving
opportunity for productive use of otherwise “noaeable” resources such as family labour, land etc.)
[Bachev, (2004)].

7. The effective modes for public intervention

There is a big variety of possible forms for puhlitervention in the market and private
activities. The comparative analysis is to extendthe public modes and includérstly, the
correspondence of public involvement to the realdseof development — identified needs for a third-
party intervention from Table ZSecondly,an assessment of comparative advantages of diterna
modes for public involvements comprising all costdirect (tax payer, assistance agency) expenses,
and transacting costs of bureaucracy (for cooriinatstimulation, mismanagement), and costs for
individuals’ participation in public modes (for arimation, paper works, payments of fees, bribes),
and costs for community control over and for reargation of bureaucracy (modernization and
liquidation of public modes), and the (opportunitgsts of public inaction. Anthird, estimation of
comparative efficiency of selected form and otheactically possible (feasible) modes of governance
of socially desirable activity such as partnershiih private sector; property rights modernizateio.
Accordingly, public intervention is to be initiatealy if there is overalhet benefit when effects are
greater than additional (individual and social)tsder the third-party involvement [Bachev, (2007)]

Depending on the uncertainty, frequency, and nédgefss the specific investment of public
involvement, there will be different the most effee forms. Table 2 presents an example with the
public modes for effective interventions in the V@nnmental transaction¥” Principally,
interventions with low uncertainty and assets djmtyi would require smaller Government
organization (more regulatory modes; improvemergesferal laws and contract enforcement). When
uncertainty and assets specificity of transactioneeases special contract mode would be necessary-
employment of public contracts for provision ofyatie services, public funding of private activities
temporary labour contract for carrying out spegablic programs, leasing out public assets for
private management etc. When transactions are aeazed with high assets specificity, uncertainty
and frequency then internal mode and bigger pustianization would be needed — permanent public
employment contracts, in-house integration of @uassets in specialized public agency (company).

® Eco-transactions are associated with respectiogights and improving eco-performance of individagents
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Table 2. Effective modes for public intervention in enviroantal transactions

Low

New property rights

Private rights on
natural, biological,
and environmental
resources;

Private rights for
(non) profit
management of
natural resources;
Tradable quotas
(permits) for
polluting;

Private rights on
intellectual property,
origins, protecting
ecosystem services;
Rights to issue eco-
bonds, shares;
Private liability for
polluting

Level of Uncertainty, Frequency, and Assets specificity

Regulations

Quotas for emissions Tax rebates,
and use of products exception, and

and resources; breaks;

Regulations for Environmental
trading of protection taxation on emission:
of ecosystem or products

services; (pesticides,
Regulations for fertilizers);
introduction of Levies on manure
foreign species, GM  surplus;

Tax or levies
schemes on farming
or export for funding
innovations and

crops;
Bans for use of
certain inputs and
technologies;

Norms for nutrition extension;
and pest Waste tax
management;

Regulations for water
protection against
pollution by nitrates;
Regulations for
biodiversity and
landscape
management;
Licensing for water
use;

Quality and food
safely standards;
Standards for good
farming practices;
Mandatory
(environmental)
training;
Certifications and
licensing;
Compulsory
environmental
labelling;
Designating
environmental
vulnerable and
reserve zone;

Set aside measures;
Inspections, fines
and, ceasing
activities

Assistance and
support
Recommendation ani

information;
Demonstration;
Direct payments and
grants for
environmental
actions of farms, and
farmers and
community
organizations;
Preferential credit
programs;
Environmental
contracts;
Government
purchases (water anc
other limited
resources);

Price and farm
support for eco-
production;

Funding of
environment and
management training
programs;
Assistance in farm
and eco-associations

High
Public provision

Research and
development;
Extension and advise;
Agro-market and
know-how
information;
Agro-meteorological
forecasts;

Sanitary and
veterinary control;
Specialized (quasi)
public agency or
company;
Eco-monitoring;
Eco-foresight;

Risk assessment;
Pertaining
“precaution
principle”

In the beginning, existing and emerging problem#fi¢dities, costs, risks, failures) in
organization of market and private transactionsehi&v be specified. The appropriate government
involvement would be to create environment for: rdasing uncertainty surrounding market and
private transactions, increasing intensity of exclea protecting private rights and investments, and
making private investments less dependent. Foaniast State establishes and enforces quality and
safety standards for farm inputs and producesjfiesrtservice providers, regulates employment
relations, transfers water management rights tmgaassociations, sets up minimum farm-gate prices
etc. All that facilitates will intensify (market drprivate) transactions and increases sustainabilit

Next, practically possible modes for increasing rappability of transactions have to be
considered. The low appropriability is often causgdunspecified or badly specified private rights
[Bachev, (2004)]. In some cases, the most effeglimeernment intervention would be to introduce
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and enforcenew private property rights- e.g. rights on natural, biological, and envir@mal
resources; on issuing environmental bonds and shanarketing and stock trading of ecosystem
services protection; tradable quotas for pollutipdyate rights on intellectual agrarian properhda
origins etc. That would be efficient when the ptization of resources or the introduction (and
enforcement) of new rights is not associated wighi§cant costs (uncertainty, recurrence, and lleve
of specific investment are low). That Governmenerivention effectively transfers the organizatidén o
transactions into the market and private governatberalizes market competition and induces
private incentives (and investments) in certainvdigs (the relevant part in Table 2). For instanc
tradable permits (quotas) are used to control leeadl use of certain resources or level of a paldir
type of pollution. They give flexibility allowingarmers to trade permits and meet their own
requirements according to their adjustment costssgecific conditions of production. That form is
efficient when a particular target must be met dmedprogressive reduction is dictated through psrmi
while trading allows the compliance to be achieaédeast costs (through private governance). The
later let also a market for environmental qualitylevelop.

In other instances, it would be efficient to putplaceregulationsfor trade and utilization of
resources and products — standards for labourtysafecial security), product quality, environménta
performance, animal welfare; norms for using nadtuegources, GM crops, and (water, soil, air,
comfort) contamination; ban on application of certghemicals or technologies; foreign trade
regimes; mandatory training and licensing of fapmerators. Large body of environmental regulations
in developed countries aim changing the farmerkali®ur and restricting the negative externalities.
It makes producers responsible for the environniesitacts of their products or the management of
products uses (e.g. waste). This mode is effegtiven a general improvement of the performance is
desired but it is not possible to dictate what gjgan(in activities, technologies) is appropriate do
wide range of operators and environmental conditignigh uncertainty and information asymmetry).
When the level of hazard is high, the outcome itage and the control is easy, and no flexibility
exists (for timing or the nature of socially reeurresult), then the bans or strict limits are st
solution. However, the regulations impose unifortandards for all regardless of the costs for
compliance (adjustment) and give no incentivesvir-perform beyond a certain level.

Sometimes, using the incentives and restrictionthefax systenwould be the most effective
form for intervention. Different sorts of tax predaces (exception, breaks, credits) are widely tised
create favourable conditions for development otater(sub)sectors and regions, forms of agrarian
organization, segment of population, or types divdies. Environmental taxation on emissions or
products (inputs or outputs) is also applied tacedthe use of harmful substances. For instances ta
on pesticides and fertilizer are used in Scandaragbuntries and Austria to decrease their apmicat
and environmental damaging impact. In Holland,devon manure surplus were used based on levies
for nitrogen and phosphorus surpluses above afteeysurplus. That system creates strong incentives
to minimize leakages (and not just usage), andceedlexibility to substitute taxable for non-taxabl
inputs. However, it is associated with significadministrative and private costs [ECOTEC, (2001)].
Environmental taxes impose the same conditionsafiofarmers using a particular input and give
signals to take into account the “environmentalt€oflicted on the rest of society. Taxing is
effective when there is close link between actieifyl the environmental impact, and when there is no
immediate need to control pollution or to meet éasgor reduction. Tax revenue is also perceived to
be important to maintain budget of special (e.giremmental) programs. However, appropriate level
of charge is required to stimulate a desirable ghain farmers’ behaviour. Furthermore, nitrogen
emission can vary according to conditions wherates are applied and attempting to reflect this in
tax may result in complexity and high administrgtoosts. Besides, distribution impact of such taxes
must be socially acceptable, and implicationsiternational competitiveness also taken into accoun

In some cases, a publassistance and suppotd private organizations is the best mode for
intervention. Large agrarian and rural support dedelopment programs are widely used in all
industrialized countries. They let “proportionaéwklopment of agriculture, improvement of farmers’
welfare (“income parity”), and in some instanceddesired effects such as over-intensification,
environmental degradation, and market distortidAsblic financial support for environmental actions
is most commonly used instrument for improving eowiment performance of farmers in EU and
other developed countries. It is easy to find &fjoation for public payments as compensationtfer
provision of “environmental service” by farmers. Atudies shows that value placed upon landscape
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exceed greatly the costs of running schemes. Hawelare of farms covered by various agri-
environmental support schemes is not significar@,[[2005)]. That is a result of voluntary (self-
selection) character of this mode which does ndtactt farmers with highest environment
enhancement costs (intensive and damaging produckrssome cases, low-rate of farmers’
compliance with environmental contracts is a serjpuwblem [Dupragt al, (2004)]. The later cannot
be solved by augmented administrative control (eoois enforcement costs) or introducing bigger
penalty (politically and juridical intolerable). Aisadvantage of “payment system” is that once
introduced it is practically difficult (“politicayl unacceptable”) to be stopped when goals are asthie
or there are funding difficulties. Moreover, witlgr of subsidies may lead to further environmental
harm since it would induce adverse actions sudhtaasification and return to conventional farming.
Main critics of subsidies are associated with thdistortion effect”, negative impact on “entry-éxi
decisions” from polluting industry, unfair advangggto certain sectors in the country or indusiries
other countries, not considering total costs (fpanstion and environmental costs, and “displacémen
effect” in other countries). It is estimated thagraenvironmental payments are efficient in
maintaining current level of environmental capibait less successful in enhancing environmental
quality [EC, (2005)].

Often providingpublic information, recommendations, training ardbeationto farmers, rural
agents, and consumers are most efficient form.omescases, purpublic organization(in-house
production, public provision) will be most effeaias in the case of agrarian research and edugcation
agro-market information, agro-meteorological fostsaborder sanitary and veterinary control etc.

Usually, specific modes are effective if they appleed alone with other modes of public
intervention. Necessity of combined interventiggolernance mixis caused by: complementarities
(joint effect) of individual forms; restricted patial of some less expensive forms to achieve ticer
(but not entire) level of socially preferred outampossibility to get extra benefits (“cross-
compliance” requirement for public support); partagity of problems to be tackled; specific critica
dimensions of governed activity; uncertainty @ttknowledge, experience) associated with likely
impact of new forms; practical capability of Goverent to organize (potential to control, implement)
and fund different modes; and dominating (rightt) leolicy doctrine [Bachev, (2007)].

Besides, level of effective public intervention dagds on the kind of problem. There are public
involvements which are to be executed at local dgst@m, community) level, while others require
regional or nationwide governance. And finally, reh@re activities, which are to be coordinated at
international (regional, European, worldwide) ledele to strong necessity for trans-border actions
(needs for cooperation in natural resources managgrfor exploration of economies of scale/scale,
for governing of spill-ovef) or consistent (national, local) government faifuréery frequently the
effective governance of many problems (risks) rezpuimultilevel governance with a system of
combined actions at various levels involving diearange of actors and geographical scales.

Public (regulatory, inspecting, provision) modessitave built special mechanisms for
increasing competency (decrease bounded rationglidwerlessness) of bureaucrats, beneficiaries,
interests groups and public at large as well asricésg possible opportunism (opportunity for
cheating, interlinking, abuse of power, corruptiaf)public officers and other stakeholders. That
could be made by training, introducing new assessmed communication technologies, increasing
transparency (e.g. independent assessment and), aaét involving experts, beneficiaries, and
interests groups in the management of public madeall levels [Bachev, (2007)]. Furthermore,
applying “market like” mechanisms (competition, #maes) in public projects design, selection and
implementation would significantly increase thedntives and decrease the overall costs.

Principally, pure public organization should be used as a last regwn all other modes do not
work effectively [Williamson, (1996)]. “In-house”ublic organization has higher (direct and indirect)
costs for setting up, running, controlling, reorngation, and liquidation. What is more, unlike the
market and private forms there is not an autonratichanism (such as competition) for sorting out
less effective modésHere public “decision making” is required whichdssociated with high costs
and time, and often influenced by strong privateriests (power of lobbying groups, policy makers
and associates, employed bureaucrats) rather tifiarerecy. Along with development of general

® Recent epidemic of avian infection is a good exariipthat respect.
"It is not rare to see highly inefficient but st#ustainable“public organizations around the world
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institutional environment (“The Rule of Law”) andchet measurement, communication etc.
technologies, efficiency of pro-market modes (ratjah, information, recommendation) and contract
forms would get bigger advantages over internal fliexible public arrangements [Bachev, (2007)].

Usually hybrid modeqpublic-private) are much more efficient than pprgblic forms given
coordination, incentives, and control advantagesmhbjority of cases, involvement of farmers and
other beneficiaries increase efficiency - decreasanmetry of information, restrict opportunisms,
increase incentives for private costs-sharing, eetlice management costs [Bachev, (2007)]. For
instance, a hybrid mode would be appropriate foryaggg out the supply of non-food services by
farmers such as preservation and improvement afiv@osity, landscape, and cultural heritages. That
is determined by farmers information superiorityrpsg interlinks with traditional food production
(economy of scope), high assets specificity to f§fanmers competence, high cite-specificity of
investments to farm, land, ecosystem), and spat@dependency (need for cooperation of farmers at
regional or wider scale), and not less importafdrm’s origin of negative externalities. Furthermor
enforcement of most labour, animal welfare, biodsitg etc. standards is often very difficult or
impossible. In all these cases, stimulating andpstmg (assisting, training, funding) private
voluntary actions are much more effective then rmagorg public modes in terms of incentive,
coordination, enforcement, and disputing costs fBac(2004)].

Anyway, if there is strong need for third-party palinvolvement but effective government
intervention is not introduced in due time, agnaridevelopment” would be substantially deformed.
Thus Government failure is also possible and gftevails. In Bulgaria for instance, there have been
great number of bad examples for Government uradet-over-interventions in agrarian sector during
post-communist transition now [Bachev, (2006)]. Ssquently, primitive and uncompetitive small-
scale farming; over-integrated and personalizeth&xges; ineffective agrarian bureaucracy; blocking
out of all class of transactions (supply of innamatand extension, long-term credit, infrastructanel
environmental goods); and development of a larf@nmal sector, all they come out as result.

8. Conclusion

Deepening specialization and exchanges betweentsaggens enormous opportunities for
economic growth. However, it is also associatedh sigjnificant transaction costs which might disturb
sustainable development. In traditiondkepclassical Economit$ramework with no transacting costs
there is only one mechanism for governance. “Fresket prices” (and market competition)
effectively coordinate and stimulate entire acyi\of resource owners, entrepreneurs, and consumers.
Accordingly all farms constantly “adapt” to priceomements and social demand being equally
efficient and sustainable. Rare cases of markdufés” are also recognized but perfect “government
intervention” is seen as remedy. All that leadmterrupted global sustainable development.

In the real economy, there are additional imporfactors affecting individual choices and
sustainability (institutions and transacting castapd a great variety of effective governing
mechanisms. Institutional environment is a cruaitor, which eventually determines the type of
development. Individual agents tend to govern awddl resources in most economical way adapting to
institutional environment and minimizing total (draction and transaction) costs. Depending on
personal characteristics of agents and criticalbates of each activity, there will be spectrum of
effective structure for organization of resourcagijvities and exchanges — some will be governed by
“invisible market hand”, other by special contrémtms, and some by “visible manager hands” or
within complex hierarchies, other supported bydigarty. At any given period of time, farms and
agrarian organizations of various type and size lavqaersist in agriculture - subsistent, family,
cooperative, corporative etc. Furthermore, suskdénalevelopment does include a fundamental
modernization of farming structures — size adjustimeansformation, coalition, and disappearance of
farms.

Our new framework helps us better understand facfor sustainable development and
“Government’s role” as well. Analyses of transactioosts identify immense range of “market
failures” associated with unspecified or badly sfed property rights; inefficient system for
enforcement of absolute and contracted rights; higbertainty and dependency of activity, low
appropriability of rights. Economic agents deal hwiharket deficiency developing different non-
market forms for effective governance (contraatternal modes, collective actions). Nonetheless,
private sector also “fails” to safeguard individuahts and carry out certain activities at effeeti
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scale. That is particularly true for human and #Bghts, technological and infrastructural
development, environmental conservation activity. @hus there is a strong need for a third-party
public involvement in market and private transawidhough institutional modernization, assistance,
regulation, hybrid or public organization. Howeveiverse forms of public interventions are with
unequal efficiency and most efficient one is tesblected taking into account overall transacticstso
and contribution to sustainable development. Whathore, most public interventions increasingly
require concerted actions (multilateral and mulglegovernance) at local, regional, national, and
transnational scale. Yet “government failure” iscapossible and inappropriate involvements, under o
over-regulations, mismanagement etc. are widesprgadtainability is significantly compromised
when market and private sector fails, and no dffegublic intervention takes place.
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Abstract:

The paper deals with the detection and measuremietiie level of persistence on aggregate private
consumption in Portugal, USA, European Union andoZone as well as on some categories of aggregate
consumption in Portugal. By the use of a non-patamenethodology applied to monthly data (1992-2007s
concluded that aggregate consumption in Europeh(liatropean Union and Euro Zone) is more persistiesin
in the USA and in Portugal. In particular, the réieely lower degree of persistence shown by theswwption
in Portugal can be beneficial for the effectiveneshe countercyclical fiscal and monetary policibat are
currently being implemented to overcome the curesainomic crisis. Our results also suggest thatsoomption
of durables is less persistent, also being moratitel This result is important in the explanatiohthe severity
of the current economic crisis in Portugal.

Keywords: Consumption, Persistence, Portugal
JEL Classification: C14, C22, E21

1. Introduction and motivation

One of the most important stylized facts of thershan business cycle is the relative smooth
behavior of consumption relatively to gross dongesgtioduct (GDP). Consumption is less volatile
than GDP and, in fact, it is the most stable corepbof aggregate demand. The life-cycle, permanent
income and random walk literature explains thiggeatby assuming that households try to smooth
their life-time consumption path by adopting a fardr looking behaviour. This behaviour in
conjunction with rational expectations on the paftconsumers makes it possible that current
consumption expenditures incorporate anticipatddréulevels of income. In particular, the Hall
(1978)’s consumption walk theory suggests thatflire incomes are correctly anticipated and
incorporated into current wealth so that curremtsconption fully reflects this information. Sincé al
that it is known of the future is already takerpiaccount in the present assessment of wealth, only
true surprises can alter wealth and thus consumpiat differently, in accordance to those thegries
consumption displays some degree of inertia origterse.

However the smoothness of consumption varies sogmfly by type of consumption.
Typically, non-durables and services tend to ext@smooth(er) behaviour regardless the economic
fluctuations but most of the business cycle flutua in consumption expenditures are due to
durables.

In the current economic situation, which is chagszed by some inertia of the economic
aggregates at undesirable levels (for instanceJdoels of growth and high levels of unemployment)
the persistence that some relevant variables, yacoglsumption, exhibit is of obvious importance.
This is so because, on the one hand, the presénigerta can substantially change the response of
households to a policy shock. This is particulgrgblematic for the formulation and the effectivene
of the present countercyclical policies that acotigh consumption. On the other hand, persistence
can reduce the incidence, the length, and the itgw#r shocks and of changes of the economic
conditions. Traditionally macroeconomic policiesyplthe dominant role in smoothing the business
cycle but the effectiveness of those policies ddpearmpon the ability of the economic system to absor
(as displacement from the baseline) the shock amdturn to the baseline, in short it depends en th
economy’s resilience. To the best of our knowleddpe, analysis of persistence has focused on
inflation and not on real variables such as congiamp

Persistence, broadly understood as a characteostic phenomenon that despite the actions
taken in order to invert its evolution (or simplefavorable states of nature), leads to an observafi
some inertia in the evolution of that phenomendmutd be an interesting issue in Economics both
from the theoretical and empirical points of vidwother words, persistence is the speed with which
variable returns to baseline (its previous levdigra say, a shock, i.e. some event (for instaace,
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macroeconomic policy measure) that provoked areas® (or decrease) in that variable [Marques,
(2004)].

There are two dimensions involved in the conceptstFthe speed with which a variable
respond to a shock and the speed with which it e@es to its baseline. In particular, consumption
persistence is associated with the speed with wbiztsumption responds to a shock and with its
convergence to its previous level. In this contednsumption is said to be (highly) persistent if,
following a shock, it converges slowly to its prews level.

Plainly, the evolution of the economic variablesdifferent under persistence and this fact
cannot be ignored either from a theoretical apgraadrom a policy perspective. As a matter of fact
the literature on the economic importance of pw¥aie is inexplicably scarce, taking into
consideration that the first studies are from tegitnings of the 1980s and only quite recently austh
showed a remarkable interest in the phenomenomriglehis is in accordance to the analysis of the
current situation in the world, in which the persige of the recession is an issue to be tackkdtl. S
is also the almost inexplicable the lack of studespecially through the use of appropriate teakesq
to detect and measure the level of persistencengiat testing the evidence of the phenomenon? In
particular, for Portugal, to the best of our knadge, there is no study of this nature.

The first studies that explicitly considered the portance of persistence were of
macroeconomic nature. Following the seminal worRaflor (1980), which has shown that staggered
wage-setting can lead to persistence in employmiet a temporary shock; the authors focused their
attention in the causes of persistence in the nmaperoeconomic aggregates. For some time, both
staggered wage-setting and staggered price-setting considered as being similar in the process of
generation of persistent real effects of monetdrgcks. For instance, Rotemberg and Woodford
(1997) argue that output persistence can be dywite staggering. However some other authors,
namely Huang and Liu (2002), have argued that psteggering and wage staggering models are
crucially different in such a way that the staggepeice mechanism is not capable of generating
persistence, while the staggered wage mechanisniégd important in generating persistence. On
the other hand, in Ascari (2003) it is argued thatability of a model to produce output persiséeisc
not due to price or wage staggering mechanismsirbiagct, is due to the particular characterisots
the model, namely the behaviour assumed by firmdsbgrthe labour force.

Further to the analysis of the causes, the consegqaeof persistence were analysed by several
authors. For instance, in the standard real busiogde models, it was inherent a lack of propagati
of causal effects of temporary shocks, such asyatieasures, to output. Not surprisingly, some
criticisms were made based upon the alleged imahili standard real business cycle models to
reproduce the evolution of output shown in realld/@onditions §eeCogley and Nason, (1995)]. As
a response to this critique, RBC models were auggdewith persistence mechanisms capable of
explaining the (strong) persistence of output ttatld be observed in reality [see, among others,
Bouakez and Kano, (2006), and Maury and Tripie®d0@)]. In fact, this response did not close the
debate, in which the possibility of monetary polatyocks affecting aggregate output is central.édde
the persistence of shocks to aggregate output énas, Istill is (and most probably it will be for sem
time) one of the issues predominantly subject vestigation.

For the empirical evidence that monetary policy céisocan have permanent effects on
aggregate output (or unemployment) there has bempoped some theoretical explanations, notably
imperfect information about nominal fluctuationsanmely about prices, and short-run nominal
rigidities, such as sticky prices. For instancensidering nominal price stickiness and imperfect
information, Kiley (2000) has shown that both fastallow nominal shocks to propagate in the cycle,
but that only sticky prices propagate the real atffeof nominal shocks. However, Wang and Wen
(2006) argue that whether or not price rigidity@sponsible for output persistence is not a thaxalet
question, but an empirical one.

Following another approach, Jonsson (1997), Lockid®97) and Svensson (1997), analysed
the consequences of output or unemployment pemsisten the establishment of inflation contracts.
Other interesting consequence of output persistéfidbat it may turn upside down the political
business cycle, which, in its typical form, is agated with depressions at the beginning of the
mandate followed by pre-election inflationary exgians. This consequence on the pattern of the
typical political business cycle is shown to exist Gartner (1996) who considers a model with
adaptive expectations and a linear (in output)-catex (in inflation) policy objective function [see
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also Caleiro, (2009)]. Furthermore, Gartner (1988p gives some credit to the output persistence
hypothesis from an empirical point of view.

Quite recently, it was registered an increase tefr@st in analyzing the persistence of output, as
well as of inflation, considering its relationshwgth other aspects such as the degree of openfiess o
the economies [see Guender, (2006) for a recenysisia the exchange-rate regime (for instance,
Giugale and Korobow (2000) argue that the speadafvery of real output following an interest rate
shock is higher under a flexible exchange ratemegithan under a fixed exchange rate regime) or the
structural change on the behaviour of consumerasfor policy-makers. In particular, the causes, th
patterns and the political implications of inflatipersistence have been elected the main objeufive
the Inflation Persistence Network (IPN), an ECBnteaf economists undertaking joint research on
inflation persistence in the euro area and in gsniper countries.

Having said that, it is important to mention, aistetage of our analysis, that the previous
studies confirm the persistence of output (or urleympent) being an up-to-date relevant issue. Still,
besides a lack in the methods of empirically maaguthe persistence, a gap in the literature is
evident. A microeconomic foundation of macroecoropersistence, for instance in consumption, is
missing, notwithstanding the existence of a welltbtheoretical set of analyses based upon the
hypothesis of intertemporal dependent preferentéisel form of a process of habit-formation. Indeed,
in a seminal work Dusenberry (1949) called thenditbe for the importance of past consumption on
the current consumption of households. There averakways to build intertemporal dependent
preferences.

In the literature on macroeconomics (both closed @pen) and finance the Ryder and Heal
(1973) model for the so-called habit formation hasn used to solve a number of puzzles (namely the
well known “equity premium puzzle” — Constantinigiel990) as it conforms well to the short run low
volatility of consumption. They showed that whastantaneous well-being is determined not only by
the current level of consumption (the level effdotit also by it (average) past level (the habit or
persistence effect) throughout a process of “legrby-consuming”, the intertemporal dependent
preferences might be a sufficient reason to causgelecal behaviour of consumption along its time
path. This hypothesis, built upon the importancenalbits, has been tentatively used to explain the
behaviour of the growth rate and of the savinge datring a recession [Carroll, (2000), Wendner,
(2002)]. On the other hand, Belbute and Brito (908w that the presence of the inertial effect can
not only lower the long run equilibrium level oftoeal capital and the growth rate of the economy,
but also reduce the effectiveness of an environahgrdlicy that is meant to improve environmental
quality as well as sustainability.

The paper intents to measure the persistence suogstion by the use of statistical techniques,
in a univariate approach, which are adequate tsunedhe degree of persistence over time. The paper
has the following structure. Section 2 presents jastfies the methodology that will be used to
measure the persistence on consumption, distiniggishe durable from the non-durable goods cases.
Section 3 offers the results. Section 4 concludes.

2. The methodology to measure the persistence

As the previous section has shown, when distinguismon-durable from durable goods,
consumption in Portugal has gone through evolutibasare apparently distinct. A question that then
comes up is the following: does this distinctios ba do with the fact that consumption persistéace
different in those two cases? We start giving aswan to this question by the use of statistical
techniques, in a univariate approach, which areaate to measure the degree of persistence over
time.

Since some time ago, some authors have startedyt@ttention to persistence in (economic)
time series as a phenomenon that reveals to beéaktacpolicy measures, namely at the inflation
level. In fact, to the best of our knowledge, b# tapplications of the statistical techniques t@asoee
the level of persistence have considered the ioflatate case [Hondroyiannis and Lazaretou, (2004);
Levin and Piger, (2002); Marques, (2004); Minfatdal, (2004); and Pivetta and Reis, (2004)]. We
propose to apply those statistical techniques, Idped by Andrews and Chen (1994), Dias and
Marques (2005) and Margues (2004), to the diffekémds of consumption in Portugal. In this sense,
the novelty in the approach is supposed to be #&ibation to filling the gap in the literature on
consumption.
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Starting with a simple definition, consumption pstence is the speed with which consumption
returns to baseline (its previous level) after, sayshock,i.e. some event (for instance, a
macroeconomic policy measure) that provoked aneas® (or decrease) in consumption. This
definition, in other words, implies that the degeconsumption persistence is associated with the
speed with which consumption responds to a shodkeW\the value is high, consumption responds
quickly to a shock. On the contrary, when the vatugmall, the speed of adjustment by consumption
is low. To put it clearer, a variable is said totbe more persistent the slower it converges armst
to its previous level, after the occurrence of ackh Persistence is, thus, inversely related with t
concept of mean reversion.

Quantifying the response of consumption to a sli®akdeed important not only because it may
allow assessing the effectiveness of economic pofieasures but also because it may, indeed, show
at what time is more essential to act, throughdhuosasures, in order to overwhelm a harmful effect
of a shock over consumption. By definition, quayitif the response of consumption to shocks
implies evaluating the persistence of consumption.

As the estimates of persistence at timeill express how long we expect that a shock to
consumption will take to die off (if ever), givemgsent angbastconsumption, authors have proposed
to obtain those estimates by the usautbregressive modelas it is well known, a univariate AR(k)
process is characterised by the following expressio

k
ft=,u+jZ::1ajft_j+£t (1)

where f, denotes the consumption rate at montenthich is explained by a constapt, by past
values up to lagk, as well as by a number of other factors, whosecefs captured by the random
variable &, . Plainly, (1) can also be written as:

k-1
Af, =IU+25]Aft—j +(10_1)ft—1+£t (@)
=1
where
k
p=2a, 3)
=1
and
k
5j = - z aQ, (4)

i=j+l

In the context of the above model (1), or (2), gtesice can be defined as the speed with which
consumption converges to its previous level afteshack in the disturbance term that raises
consumption at momenby 1%!?

The techniques allowing for measuring the perstsenre based on the analysis of the
autoregressive coefficients; in (1) or (2), which are subject to a statistieatimation. Plainly, the

most simple case of the models (1) or (2) is theadled AR(1) model, that is:

f=pu+af_ +¢ ®)

! Given that the persistence is a long-run effeca athock to consumption, this concept is intimately
linked to a concept usually associated to autossiye models such as (1) or (2. the impulse response
function of consumption, which, in fact, is notsetul measure of persistence given its infiniteggtn
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Clearly, the variableg, in this kind of models has a particular importagoesn that it may be
associated with policy measures leading to a slwdke consumption rates. A positive shock, at
momentt, will significantly last for future moments theghier is the autoregressive coefficiant

Following this approach, Andrews and Chen (1994)ppsed the sum of the autoregressive

.. k . . .
coeff|C|ents,p - z a, as a measure of perS|steﬁc'éhe rationale for this measure comes from
j=1

realizing that fokp| <1, the cumulative effect of a shock on consumptsogiven byli .

Unfortunately, the procedure above described igestibo a problem that is likely to occur in
practice, in particular when analysing macroecowowariables, which is the possible existence of
factors leading to a non stationary behaviour @ time series as the result of, for instance, the
existence of a trend in the ddtin fact, the existence of a unit root in the dagémeration process
makes it impossible to accept the results fronaditional OLS estimation. This fact poses a problem
from the viewpoint of measuring persistence in comgtion rates, which means that we decided to
follow another approach as it will be describedhel

Recently, Marques (2004) has suggested a non-patameasure of persistence,based on
the relationship between persistence and meansiewerin particular, Marques (2004) suggested
using the statistic:

=1-— 6
y=1-- (6)

wheren stands for the number of times the series crabsemean during a time interval with+ 1
observation to measure the absence of mean reversion ofea geries, given that it may be seen as
the unconditional probability of that given senex crossing its mean in peritd

As Dias and Marques (2005) have shown, there iseat@one correspondence between the
sum of autoregressive coefficiens, given by (3) and the non-parametric measuregjven by (6),
when the data is generated by an AR(1) processumlit a one-to-one correspondence ceases to exist
once higher order autoregressive processes arélecg. In other words, only in the particular case
of a first-order autoregressive model, AR(1), aitbee of the two measures can be used to quantify
the level of persistence, as both transmit the saselt, but as soon as higher order autoregressive
models are considereide., AR(K) with k= 2, the monotonic relationship betweprandy no longer
exists, therefore leading to possibly crucial diéfeces when measuring persistence in the series.

Moreover, using the alternative measure of persigtg,, given by (6), has some important
advantages (Dias and Marques, 200@jven its nature, such measure of persistence miaeisnpose
the need to assume a particular specificationherdata generation process, therefore does nateequ
a model for the series under investigation to becified and estimatetThis is so given thay is

indeed extracting all the information about thesptence from the data itself. As it measures how
often the series reverts to its means and (high/f[mwvsistence exactly means that, after a shoek, th
series reverts to or crosses its means more (séi@gguently), one does not need to specify a
particular form for the data generation processpiibdifferently, the less a time series cut itame
the greater will be the degree of persistence lansl the higher the value ¢f.

2 Authors have, indeed, proposed other alternativeasures of persistence, such as the largest
autoregressive root, the spectrum at zero frequesrcthe so called half-life. For a technical apgahof these
other measures see, for instance, Marques (2004D&s & Marques (2004).

% For instance, after the application of augmentaxk&y-Fuller tests in order to test for the statioty of
the time series for consumption, we could not itejee existence of a unit root in all of them.

* The ration/T gives the degree of mean reversion.

® The statistical properties pfare extensively analysed in Marques (2004) and RiMarques (2005).

® In technical terms, this means that the measurexjmected to be robust against potential model
misspecifications and given its non-parametric reatiso against outliers in the data.
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3. Consumption persistence in Portugal
3.1. An international perspective

Let us begin by considering quarterly data of aggre consumption for Portugal, USA, European
Union and EuroZone, for the period of 1995 — 208@latted in Figure 1.
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Figure 1. Total private Consumption for Portugal, USA, EurapéJnion and EuroZone
Quarterly Volume index, OECD reference year (2088asonally adjusted, (1995-2008)

Given that for all trajectories the hypothesis ansstationarity cannot be rejected (either
confirmed by the ADF tests and by the slow decbifiall the ACF'’s - see the annex A), therefore
making it impossible to rely upon the OLS estimatad AR models, it resulted clear that, in order to
measure the persistence in the consumption ratessloould rely on the use of the non-parametric
measurey was given by (6).

Clearly, in order to compute the estimative forhe&ind of consumption, the mean of each
series has to be computed. As suggested in Ma(@0€4), a time varying mean is more appropriate
than the simple average for all the period undeestigation. In our case we followed that suggestio
by using the well known Hodrick-Prescott (HP) filte order to compute the mean.

As it is well known, the HP filter defines the tceor meang,, of a time series f,, as the
solution to the minimisation problem:

G t=1 t=2

min{i(n “g) 15 l(gun -0)~(o. - gt_l)r} %

I.e. the HP-filter seeks to minimise the cyclical compot( f, — gt) subject to a smoothness condition
reflected in the second term. The higher the pat@me the smoother will be the trend and the less
deviations from trend will be penalised. In the itimas A goes to infinity, the filter will

choose(gt+l - gt) = (gt - gt_l), fort =2,...,T — 1, which just amounts to a linear trend. Conversely,

for A =0, we get the original series.
Plainly, the HP-filter is a very flexible devicensk it allows us to approximate many commonly
used filters by choosing appropriate valuesiofGiven that the data is of quarterly frequencyhars
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have suggested using values foraround 1600.In particular, Ravn and Uhlig (2002) suggest tse u
of A = 1600. Considering this value, the results amvshin Figures 2 and 3.

Cyclical Component: Global Private Consumption - Portugal and USA

Portugal
USA

AV

1996 1998 2000 2002 2004 2006 2008

Figure 2. The cyclical component for total private consumptiBortugal and USA

Cyclical Component Total Private Consumption: EU and EZone
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Figure 3. The cyclical component for total private consumptiBortugal and USA

For a better comparison see Figure 4.

" In order to check the robustness of the resultsovesidered some other values when computing the
estimates of. In qualitative terms the results were not changed
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Figure 4. The cyclical component for total private consumptiBortugal and USA

Table 1 summarizes the main results for persisteDlgarly, aggregate private consumption in
Portugal is less persistent (but more volatilentlrathe USA, the Eurozone and the European Union
meaning that after a shock, the Portuguese prisatsumption deviates quickly from its trend and
tend to stay away from it (above or below) lesstitman in USA or EU/EZ. In the present context of
world recession, this feature is quit relevant lisean terms of economic forecasting, especialgr ov
the short run, persistence implies that one catyfeonfidently predict what happens to consumption
when it is below or above its trend. Being lesssigtent, one might expect that, in the short run,
private consumption will stay above the trend ks® in Portugal than in the USA, EU and EZone.
The results also suggest that private consumptidrstay above its trend more time in the European
Union and in the Eurozone than in the USA.

Table 1. Persistence and Volatility in Aggregate private siomption

Country Volatility @
Portugal 0,00778

European Union 0,8750 0,00349

EuroZone 0,8750 0,00373

USA 11 0,8036 0,00520
Volatility = Standard Error (In(¥X:.1)

3.2. How persistent is consumption of durable andan-durable goods in Portugal

Let us now consider data for consumption of dulaled non-durables for the period 1992-
2007 (data from the Portuguese Central Bank (B&tjaal in figure 5. As expected, durables are much
more volatile than non-durables (and as well aseagde private consumption). In fact, the standard
deviation of the percentage deviations in non-desalis about 19% of that for durables and only
about 11% of that for the aggregate private consiamp
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Figure 5. The dates

As with the total private consumption, also withtak disaggregated consumption trajectories
the hypothesis of non-stationery cannot be rejefdethoth the ADF and the graphical inspection of
the ACF's and PACF's tests (see the annex B). Agamder this circumstance, the measure of the
persistence in the consumption rates in Portugabeadone by the use of the non-parametric measure
y as given by (6).

Figure 6 shows the cyclical component of durables$ @on-durables in order to facilitate the
comparison. For the case of non-durables the @tatiomponent crosses the mean 10 times, which
gives a measure of persistenge;0.84127. For the case of durables the cyclicatpmment crosses
the mean 12 times, which gives a measure of pensisly =0.809524.

Consumption

—— Cycle Non-durables —— Cycle Durables

400

-300
Quarters

Figure 6. The cyclical component for consumption of duralaled non-durables
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Another source of the data makes it possible tesiden consumption disaggregated into three
categories: food, non-food and services and dusahbbe the period 1995 until 2007. Figures 7, 8 and
9 show the cyclical components of these categories.
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Figure 7. The cyclical component for consumption of food

For the case of food the cyclical component croffisesnean 19 times, which gives a measure
of persistencey =0.6346.
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Figure 8. The cyclical component for consumption of non-feodl services

For the case of non-food and services the cyctioadponent crosses the mean 9 times, which
gives a measure of persistenge0.8269.
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Cyclical Component - Durables
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Figure 9. The cyclical component for consumption of durables

For the case of durables the cyclical componenssa® the mean 14 times, which gives a
measure of persistences0.7308.

To sum up, durables are more volatile and alsogessistent. Note that non-durables volatility
in BP data is different from the one in the INEaddftable 2 summarizes the results.

Table 2. A summary of the results

Portuguese Central Bank (BP) National Statistical Office (INE)

Volatility Index Volatility Index
Vi V, V V,
Aggregate Consumption 0,0065 0,8594 0,0107 0,8077
Non- Food 0,0053 0,0051 0,6346
durables Nonjfood and 0,0052 0,0065 0,8413 00059 0,0071 0.8269
services

Durables 0,0404 0,0567 0,8095 0,0473 0,0549 0,7308

V,— Standard Error (In{fk.1))
V— Standard Error [(X-x*)/x*] with x* being the trein

4. Conclusions and directions for further research

This paper has explored the issue of consumptiasigtence in Portugal. One important
stylized facts of the short-run business cycle his telative smooth behaviour of consumption
relatively to GDP. Indeed, private consumptionessl volatile than GDP and, in fact, the most stable
component of aggregate demand. Put differentlysamption exhibits a high degree of inertia or
persistence.

Persistence is associated with the speed with wdicariable responds tosaockand with its
convergence (or its return) to its previous lev@nsumption is said to be (highly) persistent if,
following a shock, it converges slowly to its praws level. In other words, a high degree of
persistence in consumption means that when congomist above (or below) the trend, it tends to
stay above (below) the trend for more time. Thigperty is quite relevant for economic forecastiag a
it allow to confidently predicting the short runHaiour of consumption. However, countercyclical
policies that act through the consumption may befféctive if consumption is very persistent.
Households may be fearful about the future, mawtileuncertainty factors that might restrain their
consumption expenditures or even look current figolicies as equivalent to future taxes.
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Our conclusions suggest that aggregate consumiptiénrope (both European Union and Euro
Zone) is more persistent than in the USA and intig@ad. In the particular context of the world
economic crisis, our results suggest that privaesemption will stay less time above the trend in
Portugal than in USA and than in European Union@nBuropean Zone. Furthermore, the relatively
lower degree of persistence shown by the consumpitio Portugal can be beneficial for the
effectiveness of the countercyclical fiscal and stary policies that are currently being implemented
to overcome the current economic crisis.

When data is disaggregated between durables andlurables, our results suggest that the
consumption of durables are less persistent, tegwmore volatile as expected. This apparently non
intuitive result lies on the nature of the “constimp’ of durables. In fact, as happens with capital
goods, they vyield a flow of consumption serviceserovts lifetime (they are not consumed
simultaneously with consumer spending and enjoyjnéfawever, data includes “expenditures” on
durable goods, not its services or enjoyment, whpweecyclically and high volatility nature is well
known in the literature.
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Annex A— The ACF and PACF of the series of total privatesumption
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Annex B — The ACF and PACF of the series of disaggregatiete consumption
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Abstract:

The aim of the paper is to describe using REA fiaonk to model enterprise planning not only at the
operational level but also at the policy level. iisipolicy level enlarges the possibility of the msdn the base
of the REA framework because the policy levelimwhay represents metalevel of the model. The yptdieel of
the REA framework itself is comprised both of timtities related by typification, grouping and pdlic
relationships and of the Commitment entity withftiiiment relationship. This entity may be vieveasdeither a
sub layer or a middle layer of the REA framewoike Tommitment entity belongs to the fundamentéienof
the policy level but has some specifications thatexpressed by the fulfilment relationship. Thagto-many
relationship forms the link to the operational levim the paper we discuss the problem and suggeste
solution that moves the Commitment entity closeth® typification and grouping semantic abstraction

Keywords: REA ontology, enterprise business process, semabstractions

JEL Classification: L15, L23, M11, 021

1. Introduction

Two core semantic abstractions represent policellet the REA framework by [Geerts,
McCarthy, (2006)]typification and grouping In short, the main task of the policy level isdgive
answer to the questionghat could, shoular mustoccur. In general the policy level also gives the
answers to the questiongthat is plannedor scheduled The later questions are answered by the
Commitmenentity, which has the main relation to tBeententity at the operational level. At the first
sight the Commitmententity contains planned or scheduled informatiohilevthe Event entity
comprises the actual information, which may besime or different from the scheduled information.

From this point of view, it could seem that theifigation semantic abstraction can be also
applied in this case. However, the relationshipveen theCommitmenientity and theEvententity
has also broader meaning that is expressed by g-toanany relationship. There are not only cases
when aCommitmenentity is related to one or moEvententities but there also exist cases when a
single Event entity is related to severalommitmententities. This gives the reason, why the
relationship between th€ommitmententity and theEvent entity is created by the fulfilment
relationship. The grouping semantic abstractionsed when set-level characteristics are of interest
and may even create an integral part together thightypification semantic abstraction. By this
semantic abstraction a collection of individualitsed may be specified with respect to some common
properties.

2. Method of Advancement

Enterprise Planning Model, which is used for ilfaibn of our approach, is composed of three
parts: Material Purchase Model, Production Planmif@del and Sales Model. We illustrate only
Production Model in Figure 1, which is the most artant part. In the schematic representation of the
models we were also inspired by the Purchase Quaiern and the Schedule pattern described in
[Hruby, (2006)].

The Production Planning Model consists of five dexent commitmentd-abor Requisition,
Workplace Requisition, Tool Requisition, Part Redign and Material Requisitionpaired through
conversion reciprocity with the increment commitmd?roduction Line The Part Requisition
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commitment andVaterial Requisitioncommitment are promises by a Warehouse Clerk tkenaa
specific amount ofPart Typesand Material Typeavailable to the Worker. Th€ool Requisition
commitment is a promise by the Warehouse Clerktthas of specifiedrool Typeswill be available
to the Worker, and a promise by the Worker to @glithe tools back. Theabour Requisition
commitment is a promise by the Worker to the Superto consume worker’s Labour in a specific
time. The Workplacecommitment is a promise by the Supervisor to therké&r that a specified
Workplacewill be available to the Worker in specific timnfleach commitment either uses reservation
or consumes reservation of the adequate resoupee The operational level of the model is closely
bounded with the policy level and contains five qubte Economic Events corresponding earlier
described commitments. Resource types have theiterparts in the operational level in the form of

resources.
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3. The Fulfilment Relation

In the presented results ti®mmitmentntity plays an important role at the policy lewéthe
REA framework. The current REA framework distindués two levels, the operation level (lower
level) connected with the current facts that ocediin a company and the policy level (upper level)
linked with the future activities and guidelinesbas plans, commitments and control activitieghef
company. However, the policy level is not a homagesnone but is actually created by two
“sublevels”. One is represented by tbemmitmenentity with the fulfilment relationship, by whiah
is related to the operational level. The otheresents entities created by the typification andigirg
semantic abstractions, which use the typificatgmouping and policy relationships. It can be shat t
two sublevels form “stratification” of the policgvel.

By its character, th€ommitmenentity is semantically very close to the othepg” entities
in the policy level in the scope of the relatiopshd the operational level. The main difference
between the fulfilment relationship and the tymifion relationship is cardinality. While the
typification relationship represents ae-to-manyrelationship, the fulfilment relationship forms a
many-to-manyrelationship.Commitment®attern [Hruby, (2006)] describes it all in a more detdile
way — see the Figure 2.

Commitment

Scheduled value
Scheduled data of event

0.*

fulfillment

1.*

Economic Event

Actual value
Actual data of event

Figure 2. Commitment and Economic Event Pattern

Source Hruby, P., (2006)Model-Driven Design Using Business Patteri@&pringer-Verlag Berlin
Heidelberg

This ambiguity between thEommitmentind Evententities requires some specific solution in
the form of unambiguous relationships. From thevipies description emerges that the fulfilment
relation encompasses two cases that do not oqouitaneously.

The first one happens when tBemmitmenentity is performed by one or mogvententities.

In this particular case the fulfilment relationskgn be replaced by the typification relationship.

The second one happens when BEvententity is performed by mor€ommitmenentities. To
make the relationship unambiguous an auxiliaryteitas to be added to the current structure. & thi
case theCommittedElemenrgntity is used to divide thEommitmenentity into smaller parts so that
each part corresponds only to daeententity. The proposed solution is illustrated ie thigure 3,
where we use {or} restriction to indicate that owlye relationship is in force. The original fulfitmit
relation is replaced by the grouping and typificatrelationships.

Proposed modification illustrated in Figure 3 bergpme drawbacks. The REA ontology does
not know the {or} relationship and theconomic Everits related to th&conomic Commitmeitly two
relationships, which is a bit awkward. The othersgbility that would improve the proposed
modification solution should conform with the REAtology and be simpler.
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Commitment

Q.- Scheduled value
’ Scheduled data of event

typificatior

jor] grouping

a.*

CommittedElement

Scheduled value
Policy Level fulfillment Scheduled data of event
typificatior

Operational Leve .

Economic Event

Actual value
Actual data of event

Figure 3. Proposed modifications of the Commitment and EatndEvent

The typification relation is a very powerful todiat enables categorization of the typified
entities. In the presented example it means thathmtes of thd&economicEvent can access data
attributes of the instance of ti@dommitment entityhat also compriseSommittedElemerinstances.
The CommittedElemeninstances are stored in a collection that is preed by an attribute in the
Commitment entityThe improved solution is in Figure 4.

Commitment

0.~ Scheduled value
’ Scheduled data of event

typification

grouping

0.7

CommittedElement

Scheduled value
Policy Level Scheduled data of event

Operational Level .

Economic Event

Actual value
Actual data of event

Figure 4. Improved proposal

4. Discussion with Further Improvement

However, the improved proposal diagram is rathelated from the whole REA model. The
proposal in the context of the REA model is illaséd in Figure 5.
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Contract

Resource Type Event Type Agent Type

clause

specify

specify

specify - |

reciprocity

grouping
typify

typify
CommittedElement

Economic
Event

[ ]

duality

Figure 5. Improved proposah context of the REA model

It is obvious from the Figure 5 that tlkEconomic Evenentity is related to th€ommitment
entity and to theEvent Type entity through the typification relation. This stibn however is not
implementable by any software platform. One of dtfger improvements of this issue is to eliminate
one of the typification relations. We will maintathe more important relationship, which is the
relationship that relates tleconomic Evenaind theEconomic Event Typentities as we suppose to
put theCommitmenentity under thé&vent Typesntity.

The other very important aspect that is necessave Im the mind during modification of the
REA model is granularity of the entities. The otherd for this activity can be gradual refinemefit o
the requirements. What does it mean? The REA meltmlld conform the gradual refinement of the
requirements placed on the “planning — productientities Event TypeCommitmentEven). The
Event Typeentity represents normative rules simply recipethef advancement. Théommitment
entity gathers all planned requirements (informgtie further adjustment of the original demands.
Finally, theEvententity holds all actual information. This aspdubsld be fulfilled.

In the proposal that is stated we presume thatase avhen on&vententity fulfils several
Commitmententities thes&€Commitmententities have some properties common or very clobés
precondition is frequently accomplished in realitherefore stratified typification between tBeent
Typeentity, theCommitmenentity andEvententity is created. This link ensures essentiahgjexity
that is necessary for the whole solution.

In case that onEBvententity is related to mang@ommitmenentities the common properties of
these entities are placed in the Commitment eratitgd the different properties are stored in a
collection ofCommittedElementsntities. TheCommitmenentity is related to th€EommittedElement
entities through grouping relationship (see Figuend 7).
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Figure 6. Partial view of the proposed solution

Contract
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Figure 7. Whole view of the proposed solution

5. Conclusion

The typification and grouping semantic abstractispscify policy-level extension of the REA
framework. These abstractions enable to work with tiypes of declared entities and with a special
form of aggregation with set-level characteristidhe Economic Commitmenentity with its
fulfillment relationship stands a bit outside oétabove mentioned abstractions. In the paper wé tri
to bring this entity closer to the typification agtbuping semantic abstractions by introducing & ne
entity calledCommittedElemerdnd by replacing the fulfillment relation with theoification relation.

In this way, theCommitmententity can be composed of tmmmittedElemergntities, which result
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in the replacement thmany-to-manyelationship. The similar technique is utilizedtire process of
analysis and design of the information systems.|&Mhie relationship between analytical classes can
have a many-to-many relationship, the relationfigipveen designed classes is restricted only to one-
to-many relationships, by Arlow and Neustadt (2002)

In the proposed solution a stratified typificatiatation is utilized to reserve the granularity of
the entities that lie in the direction from plargitowards production. It is also assumed that seca
there are mangZommitmentntities related to onEvententity theCommitmententities have some
common properties (information) stored in Bemmitmenentity. The specified properties are stored
individually in theCommittedEntities
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Abstract:

This paper presents an empirical study of the restifor acquiring a franchise, based on a sample of
franchisees operating in the Spanish market. Thalte are compared with the obtained in the previstudies.
Although this topic has been studied previouslg, spectacular progress of franchises throughoutwbdd in
the last decade may have changed franchisees’ mmnabout their motives. This manuscript estabfishe
update of motivational incentives for individuats énter franchising from the previous studies. Tésults
provide the following ranking: (1) Proven busindssmat, (2) Start-up support, (3) Established nar@,
Training provided, (5) Faster development, and @8)going support. This study and the previous liiem@
suggest there is a limited group of motives inwblvethe franchisee decision, but the ranking vafiem study
to study. It shows a different ranking of motiwassklection of a franchisee from previous studies.

Keywords: franchising systenfranchisee decision, motivation, incentives.

JEL Classification: L26, M12, M51, M54.

1. Introduction

Franchising is an excellent opportunity for perdanad business development, and so many
individuals seek information on how the system fiors, its advantages and drawbacks before
deciding to take on a franchise.

As franchising is applicable to a wide variety @ct®rs anyone interested in acquiring a
franchise has a wide variety to choose from, suslcaering, real estate, clothing and fashion,
services, etc. Entering the franchise business,etiery entails dealing with a wide variety of
particularities, which requires a good grasp ofabpects involved [Ramirez, (2007)].

Elango and Fried (1997) provide an important rev@whe existing franchise literature. In
relation to franchise system operations and moexifpally in relation to franchisees, the above
authors note the existence of studies analysimgiiigor control [Carman and Klein, (1986)]. Other
studies have attempted to analyse franchisee agtimf [Lewis and Lambert, (1991); Hunt and
Nevin, (1974); Schukt al, (1995)] and franchisee cooperation [Anand, (198#)and and Stern,
(1985); Guiltinanet al, (1980); Hunt and Nevin, (1974); Sen, (1983)].ngla and Fried (1997) also
offer suggestions for future research lines.

Research has not kept pace with the significaneldgments in franchising. There is a relative
shortage of information on the nature and scop¢heffranchise business globally [Hoffman and
Preble, (2001)]. In this regard, very few studieséhfocused on analysing the motives for choosing
the franchise system rather than setting up anpergent company. In fact, even Elango and Fried
(1997) do not suggest this topic in their literatueview.

The work we present here attempts to contributbd@cscanty literature on motives for choosing
the franchise system. This paper describes thdtsasfua survey of franchisees in Spain to esthblis
the reasons for selection of a franchisee. The mezsint study on this topic was by Guilloeial.
(2004) in France with data from 1999. There are glgvious studies by Withane (1991) in Canada,
Peterson and Dant (1990) in the USA, Knight (1916 in Canada and the USA, Stanworth (1985)
and Hough [Mendelsohn, (1985)]. Kaufmann and Statiwf1995) provide another important study
on the franchisee decision, also with data fromUBé.

In recent years, franchising has become a veryiitapppart of many countries’ economies. As
time has gone by, more in-depth knowledge has lgs@med on a commercial system which is
capturing the attention of business owners intecest turning their company into a franchisor, and
individuals who wish to become franchisees.
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Except for the work by Guillourt al. (2004), most studies are more than 15 years aldfzat
is why, in this work, we attempt to provide an ujgdan the motives which lead a person to choose the
franchise system rather than set up an indeperdempany. We also want to determine whether there
has been any significant variation in the rankimgriteria for the franchisee decision compared to
previous studies.

Furthermore, this study is based on data from fresees operating in the Spanish market.
Studies from different countries are importantdetermining differences in the franchise decislan.
addition to cultural differences between countrtbere are also other differences in terms of dspec
such as resources, infrastructures, history ardititvas, politics, economic conditions and differen
legal frameworks [Preble and Hoffman, (1995); Sethd Elango, (1995)], which may mean that
franchisee motivations vary from one country totheo Another important contribution therefore, is
that this study uses data from a country previoablgent from the franchise literature, but which is
among the leading countries in terms of franchesgetbpment.

According to data from the Spanish firm of consutéa Tormo and Associates (2007), in 2006
there were 902 franchises, representing 63,751cliis@ establishments employing a significant
number of people. In comparison to the retail traxd&pain, global turnover for franchising in 2006
was 17,585 million euros, or 14.68% of total retedlde turnover, (13.88% in 2005). Also in 2006,
there were 63,751 franchise establishments repirgeh90% of all retail sales establishments, iand
2005 this figure was 8.97%. Thus, the franchisen®ass is an important commercial system in the
Spanish economy, enabling wealth to be generatedigh company creation, which in turn directly
or indirectly, generates employment. Internationabpain ranks fifth, in terms of number of
franchisors and franchise establishments.

In short, this study’s main aim is to determineanking of franchisee motives in the Spanish
market.

2. Previous research

Franchising is seen as an entrepreneurial optiarartts creating and developing ventures
[Bygrave, (1997)]. Franchising is a commercial sgstfor entrepreneurship in service industries to
assemble resources in order to rapidly create lelngéins and gain first mover advantage [Michael,
(2003)]. So, franchising can be seen as a methedtoépreneurial expansion [Niememnal, (2003)].

In fact, the entrepreneurs are more likely to frase than to star an independent business [Williams
(2998)].

Hisrich et al. (2004) comment that an advantage of buying fresgcké that the entrepreneur
does not have to incur all the risks often assediatith starting a business from scratch. Franekise
are contractually obliged to not deviate from tipemational plans of the franchisor, inhibiting thei
creativity and proactivity.

From a strategic perspective, franchising is a (mpumethod of leveraging company’'s
intellectual capital by opening up new market watthighly motivated own-operator who will work
harder than the average salaried manager to etigigeiccess of a particular location. The succkess o
franchisees is the success of franchisors [Mente|42003)].

The literature review points to a variation in thenking of franchisee motivations, and
consequently a variation in ranking by countridse Thotivations that drive franchisees into choosing
the franchise format may not be as homogeneous@msed [Peterson and Dant, (1990)]. Table 1
shows the main results from previous studies. Tidysby Guillouxet al. (2004) found that the main
franchisee motivation in France is advertising atait-up support. Potential franchisees need to be
secured particularly about the question of starsugpport provide by the franchisor. The trade name
and the possibility for development are the follegvimotives for individuals to enter franchising.
Comparing with previous studies, although the me#ohmgical approaches are not the same, these
three reasons for choosing the franchise formaivea high level of assent. Withane (1991) reports
that the main motive in Canada, is the proven lassirformat. Many prospective franchisees choose
to join franchises over starting independent bissies in order to take advantage of the established
business format, goodwill, and start-up and on-ga@npport system. It shows the importance of
support like motivational incentive for individuate enter franchising. Peterson and Dant (1990)
found that the main motives in the USA are “tragniprovisions”, “greater independence”, and
“established name”, while “lower operating costatidless management involvement” were rejected

211



Journal of Applied Economic Sciences

as advantages. In a previous work Knight (1986nhdbthat in Canada and the USA the main motive
was an already established commercial name anddbend was a greater job satisfaction than
salaried employment. Stanworth (1985) describesnmher motive as “national affiliation” which,
according to Peterson and Dant (1990), can be deresl equivalent to “established name” in the
other studies and therefore coincides with Knig{it®86) first motive.

Finally, Hought (1986) found that the main motivasaongoing support. Thus the main criteria
vary from one country to another and over time.

Table 1.Comparison of previous empirical studies

Peterson and Knight
Withane (1986) Stanworth

(1991) ~ Pant(990)  coiada (1985)

(Canada) (gtglttéf) and United
States)

Our Study 2007  Guilloux et al
(Spain) (2004) (French)

Hought
(1986)

Advice and Proven
assistance business
before opening format

Proven busines:
format

Training Established National Franchise
provided name affiliation support

Established Lacked
name experience

Franchisor
support

2 Startup support Name Less risky Satisfaction

Greater

Established Possibility  for . Greater ) Better Established
Goodwill ; independen .
name development independence ce investment name
Training Franchiser’s Startup Better 523;?(; —
provided support support investment nt P
: Lower
pactcl Profitability Clrgellie development Oy
development support cost formula
. . . Better
6 Ongoing support Advertising Quick start investment

Source:own design based on Guilloex al. (2004) and Peterson and Dant (1990).

There are other additional criteria which are alsansidered important advantages of
franchising. Izreali (1972) provided a fairly existive list of 17 advantages of franchising. Sirunt
other authors have grouped these 17 franchisingradges into broader categories, for example
Peterson and Dant’s (1990) 7 category grouping.

Table 1 contains all the motives in the literatureere are, however, other motives which do
not appear in the Table but were included in theliss by Stanworth (1985) and Hough (1986),
despite the low percentages. Stanworth (1985) deduan opportunity to build a business for the
future and/or family, greater job satisfaction @nevious experience. Hough (1986) includes previous
experience and pure change.

All these comments show that even if certain agpestnain constant, potential franchisees’
criteria for choosing franchise evolve over timel @mat this should be scanned carefully [Guill@ix
al., (2004)].

3. Methodology

In late 2007, a questionnaire was sent to a coemneri sample with 992 franchisees operating
on the Spanish market. The franchisees were chogenthe Franchise Guideublished on Tormo
and Associates web site in 2007. Franchisees edlditlonged to franchisor chains catalogued as
interesting and profitable. Each franchisee wad sequestionnaire and asked to mark the most
important criterion in their franchisee decisiomeTcriteria which appeared in the questionnaireewer
obtained from the literature review. A total of dfteria were used, as some which used to be studie
separately have been combined with others. Thesealg® the opportunity to include a criterion not
on the list. In addition to this information, frdnsees were also asked to provide details of their
educational level, business experience, the nuwmibgears they had owned the franchise and annual
sales. A total of 220 valid responses were receifd@ franchisees traditionally do not reveal the
information about the establishment. The francligbak they are giving information that belongs to
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the relation franchisor-franchisee. This explaims iow number of responses and could be motivated
by the franchisees perception that this actiorotsapproved by the franchisors. Sample charadtesist
are shown in Table 2.

Table 2. Sample Characteristics

Percentage of

Characteristics

Sample

Educational Level

Without grade school 1.2

Basic school 8.3

High school 334

University degree 57.1
Prior Business Experience

Without Experience 60.7

Previous Experience in Own Business 23.8

Previous Experience in Same Industry 15.5
Years Owning Current Franchise
1 or less
2-3
4-5
over 5
Annual Sales (in Euro)

less than 9.999 22.6
10,000-29,999 21.4
30,000-59,999 4.8
60,000-149,999 17.9
over 149,999 33.3

Over 90% of respondents had higher education, &@&qrimary education and only 1.2% had
no education. 60.7% of franchisees had no prioreggpce as a business owner, 23.8% had
experience with their own business, 15.5% had ésmpee in the same sector. Most of them, 85.8%,
had owned the franchise for 3 years or less. imgasf sales, the largest percentage, 33.3%, had sal
of over 150,000 euros.

4. Survey results and discussion

The main franchisee motives on the Spanish markedf@own in Table 1. 15.0% of respondents
considered that the main franchisee motive was ti@atbusiness format is already proven. Close
behind, 14.5% consider that the main franchiseevaidn is start-up support. This is followed byth
benefit of a well-known brand and notoriety, 12.3%&ining provided 10.9%; faster development,
9.5%; and ongoing support, 7.7%.

These six motives are followed, in order of impocda by, greater independence than being an
employee in another business, job satisfactioss, fisky than an independent business, lower sgart-u
costs, franchise advertising, less daily involvetrtéan in an own independent business, earn more
money than in an independent business, the indiVidu family’s previous experience and the fact
that franchises are fashionable.

After analysing the most important franchisee naitons on the Spanish market, we examined
the influence of the following variables: educatibfevel, previous business experience, number of
years as a franchisee and annual sales. This was wking a contingency table constructed on the
basis of the motives and each of the variables. pidssible influence of the different categories of
variables on the motives indicated in Table 1 weterinined by the Chi-square statistic. This siatist
requires observations per cell to be equal to eatgr than five. To minimize this effect we grouped
some categories in some variables. Thus, in educkvel, we grouped the categories “no studies and
primary studies”, in the variable “number of yearsthe franchise” we considered the categories 1
year or less, 2-3 years and over 3 years. Finalgéles level, we considered the categories less t
29,999 euros, between 30,000 and 149,999 euro®\aerd149,999 euros. The results are shown in
Tables 3, 4, 5 and 6.
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4.1. Influence of educational level

The franchising system involves dealing with a etyriof situations which require a good grasp
of the business world and therefore it would sebat having the appropriate training is a huge
advantage. Bates (1995) found that franchiseessigmdficantly weaker educational backgrounds
when compared to owners of non-franchised busisess®l thus were more susceptible to failure
than independent business owners. Edensal. (1976) consider that higher qualifications are
appropriate for franchisees, and a primary educatastificate would be the minimum acceptable.

Table 3.Influence of educational level on franchisee nesdiv

E Minimum High school University Chi-Square
obligatory

degree Statistic
(Percentages)

Proven business format . . .

Startup support 2.6 7.8 10.4

Established name 1.3 6.5 9.7 39.266
Training provided 1.3 4.5 9.7 p<0.05
Faster development 1.3 6.5 5.8

Ongoing support 0.6 3.2 7.1

Table 3 shows that the p-value for the Chi-squdatistic is below 0.05, thus providing
statistical evidence to reject the null hypothedisndependence between both variables. Therefore,
the different categories of educational level havsignificant influence on franchisees’ opinion of
their motivations. Particularly significant is tifect that individuals with a basic education coesid
that the most important motive is the start-up supprhat is to be expected, because they have less
training and need help to start up a business.cdfher motives follow a very similar order to that
obtained in Table 1 for each educational levelgatg

4.2. Influence of prior business experience

Franchisees with prior business experience can te roritical when evaluating franchise
advantages [Peterson and Dant, (1990)], and threréi@ir franchisee motivations may be different
from those of inexperienced franchisees. Edensl. (1976) consider that some prior business
experience is appropriate for the ideal franchfgeéile. In contrast to an independent businesgre/h
prior experience is vital for success, in the flase system, franchisees’ experience is not agedcia
with their satisfaction [Hing, (1995)]. Pearsonsthwa history of self-employment will be more
interested in becoming franchisees than will pesseithout such a history [Kaufmann and Stanworth,
(1995)]. Often it is even preferable for the poi@rfranchisee to have no prior experience [Statiyor
(1991)]. As Stanworth affirms, franchisor execusivend to prefer people from outside their industry
with no preconceived ideas or bad habits which tigerfere with the franchisor’s training program
or contaminate other franchisees. So, many fraochiwill select franchisees who have no previous
experience in the industry [McCosker and Fraze®98); Mendelsohn, (1993)] and some even
actively recruit inexperienced franchisees becd#lueg feel they will be easier to indoctrinate ithe
system [Frazer, (2001)]. All this suggests thahdtdasees’ opinions on their motivations may vary in
relation to their previous experience.

Table 4.Influence of prior business experience on motiwedecome a franchisee

Previous Previous .
No : . : . Chi-Square
REERIN - experience in  experience in
experience

: : Statistic
own business same industry

(Percentages)
Proven business format
Startup support
Established name
Training provided
Faster development
Ongoing support 2.6 4.5 3.9
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As in the previous case, Table 2 shows that thalpevfor the Chi-square statistic is less than
0.05 which provides statistical evidence to rejinet null hypothesis about independence between
variables. Therefore, the different prior experecategories significantly affect franchise motives
should be emphasised that most inexperienced duhis consider that they became franchisees due
to the start-up support. That is because they éqierience and so need help to start a business.
However, those with experience attach little vaioiehis motive. It should also be noted that many
individuals with prior experience in a businesseotthan a franchise significantly value ongoing
support, even though this ranks at the bottomHersample as a whole.

4.3. Influence of number of years in the franchise

As Peterson and Dant (1990) indicate, the longerchisees have been in a franchise network,
the greater their capacity and self-confidenceperating the sales outlet. For the same reason, the
most senior franchisees have a great sense ofragrpower to “go it alone”. In this case, some
franchise advantages could be less important Bt herefore, opinion on the motives for choosing
the franchise system may vary in relation to nuntdfgtears in the franchise.

Table 5.Influence of number of years on franchisee motorai

Chi-Square
Statistic

REERIN 1 or less 2-3 Over 3

Percentages
Proven business format 8.4 7.8 5.2
Startup support . 3.2
Established name . 5.2 3.2 30.057
Training provided . 3.2 2.6 p<0.05

Faster development . 4.5 2.6
Ongoing support 5.8 1.9 3.2

As in the previous cases, Table 5 shows statiseealence for rejecting the hypothesis of
independence between both variables and so nunfibgyacs in the franchise also has a significant
influence on the opinion of franchise motives. Ratarly outstanding is the fact that most franekis
who have been in the franchise for 1 year or lessider that the main franchisee motive is start-up
support. This may be due to the fact that at ttginméng the franchise system requires significant
assistance in terms of infrastructure and finargagital. As the years go by, this motive becorsss |
important as the other two categories show. Alsofrinchisees that have been in the franchiseal ye
or less, training provided by the franchisor iswenportant. This motive becomes less important as
the years go by and the franchisee begins to phace value on other aspects.

4.4. Influence of level of sales

If the level of sales is high then the franchisesymwell consider he or she has considerable
personal power. In this case, some franchise adgaatmay be less important for them. In contrast,
when sales are low, franchisors may exercise greadatrol over franchisees, the franchisee’s
personal power is thereby diminished and the adgmst of ongoing support are highly valued
[Peterson and Dant, (1990)]. Thus, opinion on frég® motives may vary in relation to the level of

sales.
Table 6.Influence of level of sales (in euros) on franchiseotivations

Chi-
Reasons Less than 29,999 30,000 — 149,99¢ Over 149,999  Square

Statistic
(Percentages)

Proven business format
Startup support . . .
Established name . . . 41.751
Training provided
Faster development

Ongoing support 3.2 2.6 5.2
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Analysis of the data in Table 6 shows that the Ipevdor the Chi-square statistic is below 0.05,
providing statistical evidence to reject the nufpbthesis of independence between both variables.
Thus, the level of franchise sales also has a fagni influence on opinion about franchisee
motivations. Franchisors with sales below 29,998&uwo not consider that their main franchisee
motivation is that franchises are a proven busif@ssat. This may be due to the fact that theiruahn
income is not what they expected it to be. Unlike previous opinion, the other individuals do
consider this to be their main franchisee motivatidnother aspect worth highlighting is the faditth
franchisees with an income of over 149,999 eurosider fast development to be very important, an
aspect not highly valued by the other franchis@bgs may be due to the fact that they have obtained
high returns in a short time and therefore valig iiotive very positively.

In short, we have seen that educational levely fmisiness experience, number of years in the
franchise and the level of sales significantly uefice franchisees’ opinion of their motives for
choosing the franchise system rather than anotisnéss.

In order to examine this influence further, we ledkat whether the ranking of motives obtained
for the whole sample is the same for each of tlwalcategories of variables. The ranking of motives
per variable category is shown in Table 7.

Table 7.Comparison of ranking across variable categories

. Prior business Numb_er i FULL
Reasons Educational level : years inthe  Level of sales
experience . SAMPLE
franchise
E1 E2 E3 P1 P2 P3 Y1* Y2 Y3 S1 S2 S3
Proven
business
format
S 1 1 2 1 3 4 1 2 3 1 2 2 2
support

Established
name
Training
provided
Faster
development
Ongoing
support

E1: Until basic school.

E2: High school.

E3: University degree.

P1: Without experience.

P2: Previous experience in own business.
P3: Previous experience in same industry.
Y1: 1 or less.

Y2: 2-3.

Y3: Over 3.

S1: Less than 29,999.

S2: 30,000-149,000.

S3: Over 149,000.

*The only category with no tie on ranking.

In order to determine whether ranking is signiftbadifferent or not among the categories and
the complete sample we found the Kendall tau ocdefit which considers ties in the case of ordinal
variables. The results are shown in Table 8.
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Table 8.Kendall tau coefficient between categories anddathple

E2 Full sample

0.834* 0.745%
(0.000) (0.000)

E2 0.834** 1.000 0.271 0.662**

(0.001)
0.366 0.271
(0.087) (0.181)
0.745% 0.662** 0.646**
Al e (0.000) (0.001) (0.001) L5

P3 Full sample
-0.200 0.817**
(0.329) (0.000)

o -0.246 000 0.825* 20.041
20.200
(0.329)
0.817* 20.041 0.017
sl (0.000) (0.839) (0.933) Ls0

Full sample
0.738**
(0.000)
*% **
v?2 0.662 1.000 0.325 0.941
-0.110 0.325
(0.587) (0.120)

) sl (0.000) (0.000) (0.381) Lo20

Full sample
0.709%
(0.000)
0.355 0.126 0.662+*
S (0.075) e (0.534) (0.001)
0.176 0.126
(0.384) (0.534)
0.709%* 0.662+* 0.499*
AUl senel (0.000) (0.001) (0.012) Lot

**Correlation is significant at 0.01.
*Correlation is significant at 0.05.

Educational level yields no significant differenicecriteria ranking for the full sample, and a
significant positive correlation (p<0.01). Thereli®wever, a significant difference between thedthi
category and the other categories for this variablee main difference is in the motive “Faster
development” which comes fifth in category E3 aadrth in categories E1 and E2.

The ranking for the variable experience in P2 aBdliffers significantly from that obtained for
the full sample. In P2 and P3 the motive “Ongoingport” occupies second and third place
respectively, while for the full sample it comestlalhere are also differences in the ranking betwe
P1 and P2; and P1 and P3.

In the case “number of years in the franchise”rahare significant differences in ranking
between category Y3 and the full sample. Thesediffces are evident mainly in the two last motives
for the full sample, “faster development” and “oigp support”, which occupy positions 2 and 3
respectively for franchisees with more than 3 y@atke franchise system.

Finally, no significant differences are observed dales level between the different variable
categories and the full sample, although significdififerences appear when the three variable
categories are compared with each other. The mustrtant difference is in the motive “training
provided” which comes first in category S1, affta®d ' respectively in categories S2 and S3.

In short, we have observed significant differenicethe motivation ranking depending on the
variable being studied.
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5. Conclusions

In this work, we have determined the motives whedd an individual to choose the franchise
system over other options. We consider that rebemrchis topic, despite that already done, iscgar
especially in view of the significant recent growih many countries which has influenced
franchisees’ opinions. The latest study in thifdfiwas done by Guillourt al. (2004) with data from
1999. This study represents another recent steprtbestablishment the reasons for selection of a
franchisee. It establishes an update of motivatimeantives for individuals to enter franchisirmgr
the previous studies.

We have analysed franchisee motivations in a saof@®@0 franchisees operating in Spain. The
results rank the motives as follows: (1) Proveninmss format, (2) Start-up support, (3) Established
name, (4) Training provided, (5) Faster developmant (6) Ongoing support. The paper shows a
different ranking of motives for selection of arfchisee from previous studies. These motives also
appear in the literature but in a different orderis study and the literature suggest there isnadd
group of several motives which encourage individual become franchisees, but the ranking varies
from study to study. As Peterson and Dant (199g0exl earlier, given the large number of situational
psychological, and economic-structural correlatessingle theory is likely to suffice. It appeaeyyw
important to differentiate between startup and amgsupport. Startup support is more important than
ongoing support for individuals to enter franchisin

In this study we have also examined whether edumaltilevel, prior business experience,
number of years in the franchise and annual safegehce the above motives. The results show that
all these variables have a significant influencetloese motives. Similarly, differences have been
found between the motivation ranking for some aatieg of variables and the motivation ranking for
the complete sample.

This study should be extended to other countrieparticular those where the franchise system
is less developed so that results may be compAr&dther important aspect for research would be to
find out how many motives actually influence thanithise decision.

The study sample was chosen on the basis of freesluatalogued as interesting and profitable
by the consultancy firm Tormo and Associates. Havethe results should be generalised with some
caution as the sample design was not random, ssathele of franchisees may not be representative
of the greater population. It would be very intéregto analyze the motives by type of franchiseé a
sector. Motives may be influenced by type of fraseld and the detailed nature of the sector in which
the franchise is located.
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Abstract:

The growth rate of real GDP per capita is represghfis a sum of two components — a monotonically
decreasing economic trend and fluctuations reldtethe change in some specific age population.etomomic
trend is modeled by an inverse function of real Gi#f capita with a constant numerator. Statistiaaklysis
data from 19 selected OECD countries for the pehetiveen 1950 and 2007 shows a very weak linead tire
the annual increment of GDP per capita for the Egsgeconomies: the USA, Japan, France, and Itdig. UK,
Australia, and Canada show a larger positive lingaend in annual increments. The fluctuations amun
relevant mean increments are characterized by jrakly normal distribution (with Levy tails). Demding
countries demonstrate annual GDP per capita incretmidar below those for the studied developed eniem
This indicates an underperformance in spite of éarglative growth rates.

Keywords: economic development, economic trend, businesle cDP per capita

JEL Classification: E32, O11, O57

1. Introduction

Real economic growth, as expressed by Gross Doamed2toduct, has been studied
quantitatively since Simon Kuznets’ works on acdo of national income and aggregate factor
inputs in the 1950s. Hodrick and Prescott (198@pduced a concept of two-component economic
growth — an economic trend and a deviation or lassrcycle component. The trend component is
responsible for the long-term growth and definesnemic efficiency. In the long run, the deviation
component of economic growth has to have a zeronnwadue. In 2004, Kydland and Prescott
receivedthe “Sveriges Riksbank Prize in Economic Sciences inmdiy of Alfred Nobel”for the
study of “the driving forces behind business cychhat demonstrates the importance of the best
understanding of the economic growth processeshanexplanation of the two-component behaviour.

Kydland and Prescott (1982), along with many ottesearchers, have proposed and studied
exogenous shocks as the force driving fluctuatimineeal growth. Their research during the last 25
years has revealed numerous features of principabbles involved in the description of the
economic growth. There are many problems left enttieory of economic growth. The study of Galor
(2005) describes the evolution of income per capitece an epoch of Malthusian stagnation and
discusses the process, which induced the transitbothe current sustained economic growth in
developed countries. It looks for a unifying theagcommodating various period of growth and based
on solid micro foundations. This paper validates mwodel (2006) describing the evolution of
economic trend in developed countries during thetmecent period since 1950. We do not use any
sophisticated technique of signal extraction, appsed by Pedregal (2005), who explored two linear
trend models with a nonlinear forecast function.oir framework, the long-term forecast is not
limited in time since it is based on a constantuahimcrement of real GDP per capita. Obviously, ou
model does not allow an exponential growth patHjkenthat presumed in the trend extracting
procedures developed by Pollock (2007), and thénbss cycle has no upper limit to its frequency.
We also test the trend forecast using actual tienes.

Musso and Westermann (2005) analyzed the long-éswiution of real GDP and supply-side
factors in view of potential interest from policykeas. There is a vivid discussion of the influente
modern information and communication technologiegmductivity. The model we have developed
denies any direct impact of such supply-side factord roots the long-term economic growth in the
rigid and hierarchical structure of income disttibn [Kitov, (2008)]. This also means that
externalities, including international ones, play defining role in real economic growth contrary to
the hybrid model propose by Klenow and Rodriguear€(2005). We agree with Acemoglu and co-
authors (2005), who stress the importance of ecanamstitutions for real economic growth, and
Jones (2005) elaborating on the input of intellacachievements. There should be basic economic
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institutions, which “determine the incentives ofdatiie constraints on economic actors, and shape
economic outcomes” and a developed framework fsting and implementation of modern ideas -
technical, economic, social, etc. However, whealdighed, the institutions are notable to providg a
additional input to real economic growth.

In line with Jones and Manuelli (2005), we see ¢hase for the difference in per capita GDP
between developed and developing countries in kedgd, or human capital, and its production and
dissemination. The countries that have weaker syste property rights, or higher wasteful taxation
and spending policies, will tend to grow more skpwlue to a strong bias of the distribution and
evolution of personal incomes [Kitov, (2005)].

In this paper, only the evolution of annual incremef real GDP per capita in developed
countries is modeled and no special econometratigital) techniques are used to validate the
concept. The paper includes numerous figures, sheestudy is a purely empirical one and the best
way to present quantitative results related to tgmees is to visualize them in form of time higtor
However, our model of real economic growth has lmea tested for cointegration [Kitov, I., Kitov,
O., Dolinskaya, S., (2007)]. A wide range of speagiconometric tools developed for the investigatio
of real economic growth is presented by Durlauf eméuthors (2005).

Kitov (2006) proposed a model with the growth cdlr€DP dependent only on the change in a
specific age cohort in the population and the ia¢t@ilevel of real GDP per capita. According te thi
model, real GDP per capita has a constant growdfeinent and the observed fluctuations can be
explained by the population component change. kreldped countries, real GDP per capita has to
grow linearly over time, if no large change in ke&pt specific age population is observed. Relative
growth rate of real GDP per capita has to be aargesfunction of the attained level of real GDP per
capita with a potentially constant numerator fovedleped economies. This paper is devoted to
validation of the model using GDP per capita angytation data for some selected developed
countries. Our principal purpose is to demonstitaepossibility to decompose GDP per capita growth
into the two components.

2. The model and data

According to [Kitov, (2006)], there are two prinaipsources of the per capita GDP growth in
the USA - the change in 9-year old population dedeiconomic trend related to the measured GDP
per capita level. The trend has the simplest forno-ehange in absolute growth (annual increment)
values and is expressed by the following equation:

dG/dt = A (1)

where G is the absolute value of real GDP per aapits a constant. The solution of this equat®n i
as follows:

G(t) =At+B (2

where B=G(f), 1, is the starting time of the studied period. Hermlution of real GDP per capita is

represented by a straight line if the second faofogrowth has no cumulative effect. As discussed

below, only some developed countries are charaegihy a significant influence of the second factor
Then, relative growth rate can be expressed bjollmving equation:

dG/dtG = A/G(1) (3

Equation (3) indicates that the relative growtterat per capita GDP is inversely proportional
to the attained level of real GDP per capita,the.observed growth rate should asymptotically geca
to zero with increasing GDP per capita. On the ottaed, the lower is the level the higher the ghowt
rate. This inference might be a potential explamatior the concept of economic convergence.
Relative growth rate must be higher in less dewedogpuntries, but the observed absolute gap in GDP
per capita can not be overcome in future [Kito)0®&)] unless some non-economic forces will disturb
current status quo.

When considering real GDP per capita, one hasadoibanind the importance of a correction to
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be applied to the per capita GDP values relatethéodifference between the total population and
population of 16 years of age and above, as dieduss [Kitov, (2006)]. Only this economically
active population should be considered when peitaa@lues are calculated. By definition, Gross
Domestic Income, which is equivalent to GDP, cdes® the personal incomes obtained by the
population of 15 years of age and over and corpadratome, the corporations owned by the same
population category. Thus, one can treat the pudtigoriginal) readings of GDP per capita as biased
and to be corrected for (multiplied by) the cormting population ratio, i.e. the ratio of the tota
population and the population above 14 years of age

Figure 1 shows the population ratio as obtainethftbe OECD population data (2006). When
absent the missed readings are substitute wittetfasthe closest year from above. Between 1955
and 2003, the ratio is characterized by an ovdedtease with a slight increase demonstrated bg som
countries in the 1960s and 1970s. Currently, @ldbuntries have the ratio below 1.3. In the 1950s,
the ratio was above 1.3 for all the countries ekéaystria and Belgium. The last country met the
decrease is Ireland - the drop started in 198l. litas had the lowermost ratio since 1970.
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Figure 1. Evolution of a ratio of the total population ané ghopulation above 15 years of age for the selected
OECD countries (2006).
High values of the ratio mean a relatively undénested real GDP per capita and vice versa. A geifeature
of the curves is that after a small increase oleskefor some countries in the 1960s and 1970s thedacreases
into the range between 1.3 and 1.15 in 2000. Tteigarlier GDP per capita values are relativelyesestimated
and the later readings are relatively overestimalee longest period of a high ratio is observetiétand. Italy
has a consistently low ratio. In the USA, the rahiops from 1.45 in 1960 to 1.27 in 2003.

The decreasing ratio implies that the GDP per aagiddings during the period between 1950
and 1970 are underestimated compared to thosegdiménlast 35 years. The larger is the total drop i
the ratio during the entire period of the obsepmtithe larger is the overall correction. In thedst
the original and the corrected per capita GDP \sa&re used and compared.

A cross-country comparison implies that GDP periteajs measured in the same currency
units. There are two principal possibilities to uee national readings of GDP per capita to some
common scale: to use currency exchange rates chasg power parities. In the study, we use the
latter approach and data provided by the Confer&uoaes and Groningen Growth and Development
Center (2008). For developed countries, two estmat GDP per capita level are available: measured
in 2007 US dollars, for which “EKS” purchasing povarities have been used and that expressed in
1990 US dollars, with the conversion at “Geary-Ki&inPPPs. These PPPs are obtained from the
Organization for Economic Co-operation and Develepm(2005). Being an improvement on the
previous dataset, the “EKS” PPPs are considerechaas accurate and reliable. Amplitude of the
change induced by the transition from “Geary-KhdmfBPs to those of “EKS” is evaluated for the
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counties under investigation. This change potdpt@iaracterizes uncertainty in the GDP per capita
readings obtained with the PPP approach.

Only nineteen from thirty OECD member countries an@lyzed. The selected countries meet
some general criteria: 1) large economy size demat®d in dollars; 2) continuous observations
during the period between 1950 and 2007; 3) highllef real GDP per capita. According to the size
criterion, small economies like Iceland and Luxeomgowere excluded. When applied, the second
criterion rejects Germany from the consideratiohe Third criterion has excluded such countries as
Turkey, Poland and other new EU members. Finlandkarea have been excluded from the analysis
with no reason at all.

Figure 2 illustrates the variations induced by ections made for the “EKS” PPPs compared to
those of “Geary-Khamis”. The original values of tmean increment of GDP per capita (“EKS” and
“Geary-Khamis”) for every country are normalizedtte corresponding values for the USA. The
normalized values are consistently higher for tleKS” PPPs, i.e. the GDP per capita values
converted at “Geary-Khamis” PPPs were underestinde all the countries. The difference varies
with country and reaches 5% to 7% for Austria, Neywand Ireland. For the largest developed
economies, the mean increments of GDP per capjteessed in 2007 dollars converge to that for the
USA. We use the GDP per capita readings express€807 US dollars are used in the study. The
only exception is the statistical description a&f tibserved fluctuations.
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5 8

§i |

Ireland

g}

erland

NN

Figure 2. Comparison of two real GDP per capita data set®hinated in 1990 and 2002 dollars (2008), for
which “Geary-Khamis” and “EKS” purchasing power itias have been used respectively.
Original values of the mean GDP per capita incranaee normalized to the corresponding value ferWsA.
The normalized values are consistently higher for tEKS” PPPs (except Canada), i.e. the GDP values
converted at “Geary-Khamis” PPPs were underestiniateall the countries. The difference varies watuntry,
however, and is larger than that between the aignd corrected for the population values preseimtéd-igure
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Figure 3 displays the averaged values of the an@Dd? per capita increments denominated in
2007 US dollars for the period between 1950 and’ 208e original and corrected for the population
ratio values for the nineteen countries are nozedlto corresponding values for the USA. As before,
this procedure allows a homogeneous comparisorh@fntean values. The corrected normalized
values can be lower or higher than those for thgiral set. The sign of the change depends on the
overall behavior of the population ratio during #rgire period compared to that for the USA. Irdlan
Austria and Norway are excellent examples of thgimally underestimated GDP per capita values.
Canada, Italy and Spain demonstrate an oppositvimgh

It is worth noting that the correction for poputatiis of lower magnitude than that induced by
the transition from the “Geary-Khamis” PPP to “EK&te. The population correction is important,
however, because it reduces potential uncertaintiie@ decomposition of the GDP per capita growth
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into two components. The purchase power parity egugr to the estimation of national GDP also
needs some further improvements. Magnitude of tfierence between the GDP per capita values
converted at “Geary-Khamis” and “EKS” PPP set®ashigh to believe that all the problems with the
homogeneous and accurate cross-country companiearsolved.

ij [ | co-rr.ected 2007 $
B os - i
RN EE NN N R A

Figure 3. Comparison of the original and corrected for gafjon mean values of GDP per capita increment
expressed in 2002 dollars converted at “EKS” PRPs [
The values are normalized to the correspondingeviduthe USA for a homogeneous representationtel ae
countries with overestimated (where the correctetlier is below the corresponding original value) and
underestimated (opposite) values relative to th&.US

3. The trend in real GDP per capita

The nineteenth selected countries are presentedlpinabetic order. Figure 4 shows the
evolution of the annual increment of real GDP papita for Australia as a function real GDP per
capita for the original and corrected GDP readinigss is a natural visualization of Eq. (1). The
population corrected values are connected by a ok in order to highlight the evolution in time.
Open circles represent the original measurementaddition, three straight lines are drawn in the
Figure. Bold line corresponds to the averaged merg of the population corrected GDP per capita
for the entire period between 1950 and 2007. Aerestant, this line is parallel to the x-axis. Seton
and third (solid) lines represent two linear regi@ss corresponding to the original and correctgd.d
Relationships for the regressions are also showneifrigure; the lower one is always associateld wit
the original GDP readings.

The model introduced in Section 2 implies that tfean value line has to coincide with the
linear regression line, when the population inducechponent has a zero mean value. The observed
fluctuations of the annual increment of GDP periteapre either predetermined or random ones,
depending on the characteristics of the definingutsttion changes. In terms of statistics, one could
expect a normal distribution of the population apes The number of processes affecting birth rate,
mortality rate, and migration processes is vergdaand, according to the central limit theoreradke
to an approximately normal distribution of the d#iins. However, random fluctuations of population
do not presume the unpredictability of real ecormogmowth. For example, the humber of nine-year-
olds in the USA, which are proved to be the driviogce of the growth [Kitov, I., Kitov, O.,
Dolinskaya, S., (2007)], can be counted with angirddle accuracy. Statistical features of the
increment are discussed later in Conclusion.
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Figure 4. Increment of real GDP per capita (2007 $) vs. @&aP per capita
in Australia for the period between 1950 and 2007
Two sets are presented - the original (open ciydes corrected for population (filled diamondshn8equent
values of the latter set are connected by a swl@fbr illustration of the evolution in time. Bolohe represents
the mean value of $565 for the population correctai set. Two solid lines show linear regresslomes. The
corresponding linear relationships are displaybd, lbwer relationship being associated with thgioal data
set. The linear regression lines differ from tratthe mean value.

Australia demonstrates a divergence between thessign lines and the mean value line. A
positive linear trend (~0.01) has to indicate aemotensive growth of the specific age population i
recent years compared to that in the 1950s ands1980s effect is observed also for other English-
speaking countries under investigation. The avemagement is $478 (2007 $). The largest deviation
from the mean is -$1218. The linear trend coeffitis lower for the corrected data set than that fo
the original set. This is a common feature for atnall studied countries. Table 1 lists the mean
values and regression coefficients for all coursteys: the original and population corrected ones,
converted at the “EKS” and “Geary-Khamis” PPPs.

Alphabetically, the following country is Austria.h@ average increment value for Austria is
$570. This value is well above that for Australf.prominent feature is an almost horizontal
regression line for the population corrected datansth the slope of 0.006. Effectively, the meme|
and the regression lines coincide, as predicte@LjpyFor the original set, the slope is slightlygler
(0.009). Therefore, one can conclude that relevgrdcific age population has changed only
marginally during the last 57 years (between 1968 a007). The largest fluctuation amplitude
relative to the mean value was -$740 in 1993. latiree terms, such a deviation from the mean value
is almost 4%.

The average increment in Belgium is $480 and tlgeessions are characterized by a positive
linear trend that is higher for the original reaginThe largest deviation from the mean value was -
$790 in 1975 As in other countries, the negative deviations wseally sharp and deep somehow
compensating longer periods of a weaker positivavtir. The last twenty years have been relatively

successful for Belgium. One can expect a compengsdicrease, as was observed between $22.000
and $25.000.
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Table 1.Mean values of GDP per capita increment for thgioal and population corrected readings in 1990 $
(converted at Geary-Khamis PPPs) and 2007 $ (“BR®Ps). Coefficients of linear regression (trend)gven
for the original and corrected GDP per capita v&ldenominated in 2007 $.

trend
original, 2007 corrected, trend original,  corrected, original, corrected,

$ 2007 $ $2007 $2007 1990 $ 1990 $
Australia 478 565 0.025 0.024 317 374
Austria 570 675 0.009 0.006 347 410
Belgium 480 571 0.012 0.010 312 371

Canada 470 526 0.014 0.011 311 348
Denmark 473 560 0.012 0.014 322 381
France 443 531 0.0006 -0.003 305 365
Greece 469 553 0.022 0.018 248 292
Ireland 698 867 0.054 0.052 445 553
Italy 444 500 -0.003 -0.006 289 326
Japan 535 606 0.0001 -0.005 368 417
Netherland

S 502 583 0.011 0.010 316 367
Norway 754 924 0.019 0.020 408 500
New

Zealand 264 <{0]0] 0.028 0.031 181 205
Portugal 323 373 0.008 0.004 216 249
Spain 457 522 0.014 0.007 269 307
Sweden 464 549 0.021 0.022 313 371
Switzerlan

d 426 A77 -0.010 -0.015 265 297
UK 431 520 0.026 0.026 292 353
USA 557 663 0.017 0.017 383 457

Canada is similar to Australia and is characterizgdimilar mean increment ($470), but lower
trend coefficients (slopes). An important featuféhe fluctuations in the Canadian economy is their
amplitude reaching -$1391 from the average valllee-highest among the studied economies. The
two deep drops at $26000 and $31000 compensatati@ely successful history during the rest of the
period.

Denmark and France (Figure 5) are similar in teofnaeak linear trend, positive for Denmark
and negative for France. Corresponding mean inarenage also close - $473 and $4d3pectively.

If to neglect the slight slope observed in Frams® can conclude that the observed fluctuations are
characterized be a zero mean. Because of a limiitedperiod of the observation, the trend values ca
be affected by side or truncation effects. The shaipfluctuations differs among the countries but
longer periods of observations are necessary fipregsing the side effects.

The Greek economy had some hard years in its hidtat the last ten years were very
successful. The economy is characterized by aivelatthe mean increment of $469. The overall
performance is expressed in an elevated linead tfEmis country can not be used as an example of a
developed economy maximizing its performance oveary. A more prominent example of an
excellent recovery gives Ireland with correspondiagults displayed in Figure 6. A slow start was
quickly compensated and the last twenty years oéxremely fast growth resulted in the leading
position in the world economy with the mean incran®698. There are some doubts, however, that
future will be so successful. Such a long and ggicwth always ends up in a depression. This was
observed in Japan and is related to the long-teeneadse in the number of the specific age populatio
[Kitov, I., (2006)]. Ireland has managed to inceedsrth rate for a very long period and has an age
structure similar to that observed in Japan 20 sy@ayo. The population distribution is currently
peaked near 20 years with the defining age of I8syeThe years to come will demonstrate only
decrease in the defining age population.
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Figure 5. Same as in Figure 4 for France
The mean value is $443. The linear regressionftinéhe original GDP values is practically paratielthe mean
value line. The line for the corrected data sehi@racterized by a negative trend coefficient 38)0
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Figure 6. Same as in Figure 4 for Ireland
The mean value is $698. The growth of the real @Bicapita is outstanding during the last twengrgeThere
is a slight downward tendency during the last fgears, however.

The next three countries are ltaly, Japan, andéYlethds. Results for them are represented in
Figures 7 through 9 and are similar to those fanEe — a weak positive or negative linear trend and
the mean increment between $444 for Italy and $68%apan. These are also good examples of a
zero linear trend in the history of GDP per capitaement.

Norway and New Zealand are very similar the pagtaind/Greece. From the point of view of
the current study they do not provide any additianaight into the GDP increment behaviour.
Portugal is between Greece and New Zealand. Spairsereden are similar to other large European
economies with a weak linear trend of the per ea@iDP increment and the mean value around $450.
Switzerland (Figure 10) had a decreasing incremehnich can be potentially explained by a
permanent decrease in the young population portion.
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Figure 7. Same as in Figure 4 for Italy
Both the corrected and original GDP values produnegative trend, the former being of a larger hidswalue.
Nevertheless, the lines are very close to thosthtomean values.
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Figure 8. Same as in Figure 4 for Japan. The original limegression line is parallel to x-axis. The coreelct
line is characterized by a negative trend. Theneweo periods of very quick growth between $12666
$20000 and between $28000 and $33000. Both endeetiimds of a low (sometimes - negative) growtlesat
Same effect might be expected for Ireland.
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Figure 9 - Same as in Figure 4 for Netherlands. The mehreva $502.

The UK and USA differ only in the mean incrementuga $431 and $557, respectively.
Positive linear trend is relatively high for thetbaountries. The US trend is well explained by the
change in the nine-year-old population [10]. Whenrected for the integral nine-year-olds change
between 1950 and 2007, the US mean value is or2,$¥e. in the tight group of the largest
economies. The UK statistical agencies do not pewccurate population estimates for the entire
period, but from the mean value one can assumetlibe¢ was no significant increase in the number
of nine-year-olds.
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Figure 10. Same as in Figure 4 for Switzerland
The mean value is $426. The country shows a cemsisegative trend in the GDP per capita annuaément.

4. Conclusion

The nineteen countries show various types of beliavwwf GDP per capita during the period
between 1950 and 2007. There are countries witlightly negative trend of GDP per capita
increment: France, Italy, Switzerland, and Japass{dle the common negative trend the countries
have quite different mean increments. Austria igrabterized by an almost zero trend and has a large
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mean value. One can count it in the club.

A majority of European countries including BelgiuBenmark, Greece, Netherlands, Portugal,
Spain, and Sweden are characterized by a sliglojtipe trend. The mean increment value varies,
however, from of $323 for Portugal to $502 in Neltweds. Greece and Portugal showed a weak
growth in the beginning of the period, but haveokered to a normal pace. There are two outstanding
European countries — Ireland and Norway. Their niearement is very high, but the countries have a
strong downward tendency during the last threevio years. One can expect them to follow the path
of Japan — from a strong growth to a long periogtafjnation. At the same time, the countries are
small. Their influence on the world economy is igigle. Thus, we also deny the countries to
influence our analysis of economic trend.

The studied English-speaking countries are chaiaeteby a large positive trend, but should be
separated into two groups. The first consists dff @me member — New Zealand. The principal
characteristic is a very poor performance during émtire period. The second includes Australia,
Canada, the UK, and the USA. The mean incremerthén is between $431 and $557.

The mean increment in the USA corrected for thal taihe-year-olds change between 1950 and
2007 equal to 0.82 is only $557*0.82=$462. The mesne obtained with the correction is by about
$100 lower than that without the correction. Theusate population estimates available for the USA
allowed explanation for not only the trend, butoalle largest fluctuations. Smaller deviations from
the mean value are compatible with the characiensise of the population estimates and are not so
well correlated. For France, this factor is 0.9eTauthor failed to find reliable data for the othe
countries under study.

We do not consider the countries with known pdditiand economic problems in the past —
Greece, Portugal, New Zealand. Overall, they detnatesl consistent underperformance. Switzerland
surprisingly joins the club of weak growth, but theason might be of a different nature — the
decreasing population of the defining age.

The above analysis has revealed that the largestafed economies are characterized by very
close values of the mean GDP per capita increnmgrthe period between 1950 and 2007. The mean
value defines the long-term economic trend. Thius,dountries are characterized by the same trend
level not depending on the attained level of GDPcagita.

A different but important question is: What aretistacal properties of the residual growth —
fluctuations? In order to answer the question,feggy distributions in $200 (2007 $) wide bins were
constructed for each of the original and populatiorrected data set. The obtained distributions are
then approximated by normal distributions with i(teead-error) parameters fit mainly the segment
near corresponding centres.

Figure 11 shows the frequency distribution for dhiginal GDP per capita readings as obtained
using “EKS” PPPs. Amplitude of the fluctuationsneasured from corresponding mean value for
each of the nineteen countries. The distributioveiy close to a normal one with the mean value and
standard deviation of $0 (the mean value is sutetddcand $400, respectively. The approximating
normal distribution is shown by open circles. Btals of the real distribution are above the prastic
values of the normal distribution. This effect fea observed in natural sciences and is associated
with inaccurate measurements, limited amount ofliregs, and sometimes with action of some real
factors. One can also suggest that the Levy digtdb with heavy tails could better presents the
observed tails.
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Figure 11 Frequency distribution of the GDP incrementstfa complete (19 countries) original data set.
The GDP values are obtained at “EKS” PPPs. The mehres are extracted from corresponding increments
resulting in a zero central value of the distribatiNormal distribution with a zero mean value atanhdard
deviation of $400 is presented by open circles. Atrenal distribution is very close to the actuakpat least in
the central zone.

Figure 12 displays the same curves for the pomulatiorrected GDP per capita. Due to
relatively narrower bins ($200 original not equal$200 corrected for the population ratio) the alctu
distribution is characterized by higher deviatidrem a normal distribution. At the same time, the
central part of the actual distribution is stilryelose to the normal one.

From the above results, a successful large econoiglgt be characterized by GDP increment
randomly fluctuating around some constant levak itery probable that the fluctuations are norynall
distributed. This hypothesis is supported by thevabobservations and the Jarque-Bera test. After
removing five largest (in absolute sense) readings,the outliers likely belonging to some Levy
distribution, from each side of the distributionkigure 11, one can obtain skew ness of -0.095 and
kurtosis 3.08. Hence, JB=1.86 for the set of 1@&lings instead of 1083 original readings. Critical
JB value at 5% confidence level for two degreefaddom is 5.99. The obtained JB < 5.99 and one
cannot reject the null hypothesis that the datafrm® a normal distribution. The full set of 1083
readings is characterized by skew ness of 0.035kansis of 3.48, with JB=11. Obviously, the
heavy tails affect the normality test.

There are numerous possibilities to improve comseecg of the results if to obtain accurate
population data and to enhance the PPP conversomegure. The mean increment value ~$450 for
all countries is a good starting point for calibrgtthe PPP methodology and evaluation of long term
economic performance for developed countries.
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Figure 12.Same as in Figure 11 for the population corredtgd set. Larger deviations from the normal
distribution are observed
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Developing counties also can be evaluated accortbntheir compliance to the principal
characteristic for developed countries. One magroftear about a “fast” growth of some developing
countries like China and India. There is not ciitey however, to compare their growth rate to that
expected in the USA, for example, at the same lefetconomic development. Using the mean
increment, one can easily estimate the pace fordamgloping country compared to that observed in
the developed world. For China, India and the (BMMJSSR, the increment evolution compared to
that for France is represented in Figure 13. Omese& that the countries demonstrate increments far
below the French mean value (1990 dollars are asd¢te only available for all the studied counjries
Having an intention to catch up a developed econamy developing country has to analyze its time
history of the GDP per capita increment [Kitov, (RO05)]. No deficiency has to be allowed on the
way to prosperity because any gap is created foremging from the history of such successful
developed countries as the USA, France and others.
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Figure 13. GDP per capita increment for China, India and(fbemer) USSR
for the period between 1950 and 2007 comparedatofoh France.
GDP is expressed in 1990 $, the only availablevegés for the non-OECD countries. India is far tetbe
mean increment for France, but China has just eshtiie pace of leading developed countries. Fopéhied of
existence (between 1950 and 1990 in the study)J8@R was only about a quarter as effective asceran
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Abstract:

This paper provides a normative guideline regarding successful formation of co-branding allianfas
both academic researchers and practitioners. Wethiseexpectancy-value model to quantify the meshauof
belief revision in co-branding. Starting from thign existing mathematical model is adapted in orter
investigate (1) the influence of belief revisiomstbe necessary condition of a successful co-branpdiliance
(i.e., a sufficient amount of required expansion tfte partnering brands) and (2) the existence ofideal
situation that ensures the success. The resultioggsitions show that belief revisions can affedbrand’s
intention with respect to a co-branding partnership simulation study demonstrates that an idealasibn
exists when the partnering brands are similar ia thagnitude of customers’ belief revision, brangutation,
and customer loyalty. The present paper advancesirex knowledge by relating the success of co-Biram
partnerships to consumer evaluations. Manageriaplications and future research directions are also
discussed.

Keywords: Belief revision, success of co-branding, consumvatuations, mathematical modelling in marketing

JEL Classification: M31

1. Introduction

Over the past two decades co-branding has becorimer@asingly prevailing strategy for brand
managers to leverage existing brand equities [#tgSonyEricssonmobile]. But 40 percent of these
strategic alliances failed over a period of fouarge[cf. Doorley, (1993)]. Since consumer evaluatio
(i.e., attitudes and attribute beliefs) is regardedhe most important factor determining the sseoé
co-branding [e.g., James, (2005), Hadjicharalamb(2@96)], most of the previous work has utilized
the “attitudinal acceptance” of the co-brand arel allying (or partnering) brands [e.g., Simonin and
Ruth, (1998), Desai and Keller, (2002), Rodrigud Biswas, (2004), Walchli, (2007)] to measure the
effectiveness of co-branding. However, analyzing sliccess of co-branding from this behavioural
perspective has a critical limitation: the stratagtent (or interest) of a brand to form such Hiarece
is not fully considered.

To close this research gap, two economic theorig®-signaling theory [e.g., Spence, (1973)]
and the theory of inter-organizational exchangg.[€ook, (1977)] — have been applied to explain th
function of the brand name [e.g., Rao and Ruek&&94), Raoet al, (1999)] and to discuss the
mutual benefits derived from the partnership, respely [e.g., Bucklin and Sengupta, (1993),
Venkateshet al, (2000)]. In this light, the term “success of aadding” can be referred to as a
“successful (alliance) formation” [Venkategh al, (2000)]. However, analyses from this strategic
(alliance) perspective are relatively scarce. Tlius,present study attempts to embellish the luinite
discussions in this field. In particular, we areingoto incorporate a basic element in consumer
evaluations, namely “attribute belief”, which isnsidered an important aspect of the success of co-
branding [Hillyer and Tikoo, (1995)] but the contien between the two has not yet been built up by
marketing researchers.

Venkateshet al. (2000)’s work is a good starting point for thisrpose. From a strategic point
of view, they provided a comprehensive analysisdnysidering both the effects of signaling and inter
organizational exchange. They assumed that a dgneoibranding alliance is established to signal
each brand’'s functional expertise. Furthermorey thieimed that the emergence of consumers’
“preference change” between the allying brands, (ishift-in preference”) is indispensable, because
preferences are considered to be the resource olnedch of the brands to be exchanged in the
partnership. They argued that, eventually, the players considered may have an endogenous
competition on preferences and thus a certain amolumarket expansion for the weak player is
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required. Their study offers valuable insights imtiance success but disregards the behavioural
contents (in particular the revision of attributdiefs) behind “shift-in preference”.

In comparison with Venkatesét al. (2000), the present study addresses the mechasfism
“belief revisions” in co-branding and examines takation between belief revisions and the succéssfu
formation of a co-branding alliance. Accordinglhist paper aims to answer the following two
questions:

(1) How can the belief revisions affect the necsssandition for a successful formation?

(2) Does an ideal situation exist that generallsuees a success?

By answering these questions the paper contriliates-branding research in three ways. First,
to the best of our knowledge, it is the first taltbwp a formal connection between the succes®of ¢
branding and consumer evaluations. Further, theeptepaper provides the rationales behind positive
and negative belief revisions in co-branding. Hinalve use a mathematical modeling approach to
analyze the relevant relations [Moorthy, (1993)hieh is still less prevalent in this field [Huber,
(2005)].

The remainder of this paper is organized as folldBexction 2 reviews the relevant literature.
Then, in Section 3 we provide a brief descriptibéthe Venkateslket al. (2000) model and formulate
the mechanism of belief revisions in co-brandingcti®n 4 adapts the Venkateshal. (2000) model
to offer two propositions regarding the impactstioé negative belief revisions on the necessary
condition, and applies the analytical results Busgiize the existence of an ideal situation by reesn
a simulation study. Section 5 finally discusses aggnial implications as well as future research
directions.

2. Related literature
2.1 Belief revisions in co-branding

Consumers’ belief revision (i.e., belief dilutiondhenhancement) regarding the parent brands is
a key issue in brand extension research. Existimljes report that, depending on category simijlarit
or image consistency between the original and thended products [Grimet al, (2002)], the
revision on the pre-extension beliefs about attalperformance) levels can be negative or positive
[e.g., Loken and Roedder John, (1993), Milberg0@D Indeed, the above process is related to the
model of accommodation [Past al, (1993)]: consumers adapt their pre-extensiorefseto the new
levels when they receive new but incongruent attelbnformation from the extended products. Since
co-branding has been recognized as a sub-casarad bxtension [Hadjicharalambous, (2006)], belief
revisions can also occur when consumers evaluaecthbrand. However, different from brand
extension, belief revisions in co-branding can beised by the partnership [Hillyer and Tikoo,
(1995)]. James (2005) further stated that beligfsrens may result from the inconsistent attribute
information of the co-brand and that incongruenagy be the result of different perceptions of the
allying brands. Recently, Geylagi al. (2008) concluded that the attribute levels ofaliging brands
can be enhanced, but attribute uncertainty may é&eemcreased after co-branding. In sum, belief
revisions in co-branding are also related to theommnodation model but the process is more
complicated.

2.2 A specific type of co-branding alliance

This study focuses on a specific type of co-bragdimamely the “functional co-branding
alliance” [Cooke and Ryan, (2000)], which is ed&ti#d in order to offer a joint (or co-branded)
product by integrating the advantageous produetedl attributes from each of the allying brands.
Before the alliance, both brands produce their petslat the same step in the value chain within the
same product category, and each brand can bedlisthred by different attribute levels. In this agpe
the considered type of partnership is close to ramding line extensioncf. Hadjicharalambous,
(2006)]. In the following, we use two dimensions dategorize this type of alliance. The first
dimension concerns the intended period and the sunob new product releases; the second
dimension deals with the purpose of the alliancesg) and Keller, (2002)]. As shown in Table 1, the
one to be analyzed in this paper is short-to-michteooperation with several new product releases by
modifying the attribute levels of existing attribatof both brands (e.g., a co-branded pizza mixing
existing attributes “good-taste” and “low-calorigs”
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Table 1.A categorization of functional co-branding alliasce

Line extension

Modifying existing attributes Adding new attributes
An opera CD featurin@aul A one-time opera concert

Plishkaand featuringPlacido Domingo
Placido Domingo andWhitney E. Houston
(mixing “Tenor” with “Bass” (mixing “male” with
of male voice) “female” voice)

Single
release

Short-to-mid
E Several releases of co-
branded pizzas from brand
Multiple AppetiteandBio (mixing
releases “good-taste” with “low-
calories”)

Intended
period of
alliances/No.
of new product
releases

A series of CDs featuring
Placido Domingaand
Whitney E. Houston

Sony-Ericssao's
Long term Fujitsu-SiemensPC W-series music phones
(usually a joint-venture) products (addingSonys “Walkman”
function)
Note: indicates the particular co-branding paghgrto be analyzed in this paper.

3. An extension to Venkatestat al. (2000)
3.1 Key elements of the Venkatesét al. (2000) model

By referring to the Bass (1969) diffusion model,nKateshet al. (2000) built up a dynamic
framework to investigate the necessary conditioalldince success. In this model, two braAdsnd
B are the prospective partners in a mid-term codirgnalliance. Initially, at timé = 1 (withi =

1,2,3,...,) the market comprises two consumer segments es 8fz,;) and Mg, that prefer brané
and B, respectively. In the baseline situation (i.e fobe the alliance is formed), each consumer at
segmentA (B) is assumed to adopt the produl;;(i) (JB(i)) at timei, and hence the potential market

size for Jy is M), whereM ) = M ;) (Rdenotes brands witR = {A, B}).
If the alliance is in effect (see Fig. 1), it wittlease the-th joint productJ ,g;) attimei and
each of the consumers who prefeor B are assumed to adopt one unitdbfy;) (accordingly, the

total market size is at leadl ,;) + Mg,y ) during the intermediate period between tinaadi+1. The

authors further argued that, at tinel, the consumers initially belonging to segmén{B) may
change their preference B (A) due to their consumption experiences er]pB(i). Therefore, the

segment size ok can change fronM ,;) to (1— SAB)X M 4yt Sga X Myg(;) and the segment size Bf

can change fromM g to SABXMA(i)+(1_SBA)XMB(i)' where S,; and S;, represent the

proportions of consumers who shift their prefereinom A to B and fromB to A, respectively (i.e., the
shift-in ratios).

The Venkateslet al. (2000) study is based on four main assumptionsthid segment are not
overlapping and each consumer prefers only onedbsieach time point, (2) the consumers will not
shift their preferences to a third player withir tlelevant periods, (3) the shift-in ratios are ated
as time-independent variables, and (4) each opthgers will split the (sales) revenue of the joint
products according to its share of preference et me point.

The authors further reported that, eventually, #mare of preference will change from

MR(I)/(M A(1)+MB(1)) at the beginning of the alliance to an equilibridevel (hereafter, the

equilibrium share) ofS;,/ (SAB + SBA) for Aand S,/ (SAB + SBA) for B. That is, one of the brands
can be a loser in the partnership when its equilibrshare is smaller than its initial share. Ineoth
words, the weak brand has to acquire more consufr@rsoutside the alliance (requiring a certain
amount of market expansion) to maintain its oripneaenue level. This type of market expansion is
regarded as the necessary condition for the sdatedesmation. As a consequence thereof, the
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alliance may break up if the anticipated amountegpansion is not forthcoming. The sufficient
amount of required expansion, denoteddi ,, , is expressed as [Venkatestal, (2000)]:

SAB SBA
AMV = MaX{M A(l)(s— -M B(1) M B(1) S_ -M Al) [ for SAB 'SBA £0. (1)
BA AB
Segment size ok Segment size @
dopti int of
sdeton i M M
She Sea
1-S,; 1-S;,
adoption point
of time “i+1” M Ai+1) M B(i+1)

M aja) = (1_ SAB)>< Mai) tSeaXMpg) Mgy =Sie XMy + (1_ SBA)>< M)

Figure 1. The evolution of alliance according to Venkateshal. (2000)

3.2 An extended model

We keep the above assumptions (1), (2), and (4additionally consider the shift-in ratio as a
function of parameters that capture the mechanisbelef revisions. In the following we concretize
this mechanism and re-examine equilibrium sharesvel$ as the necessary condition for the
successful formation.

3.2.1 Aspects of the market structure
At time i, each of the brands either releases its own ptod% or cooperates with each other

for launching the-th joint product] ag() - Initially, the market comprises two segmentsinés M RO)

(MR(1)> 0) that preferA andB, respectively. Different from Venkateght al. (2000), we name the
initial members of segme#t (B) groupa (b) and assume that(b) is more familiar withA (B) thanB

(A) within the relevant time periods. In the broadense groum (b) can be viewed as the loyal
customers ofA (B). If we use M ,;3(1) to denote the size of group (G = {a, b}), i.e. the members

staying with brandR at time 1, therM ) = Mi(l) andMg;) =M g(l) holds.

Figure 2 once more illustrates the sequence oftsvaccording the above descriptions. The
adapted model will specify the events that occuinduthe intermediate period between the first and
second time points.

The alliance is formed and The alliance launches
launches the 15t joint product the 2 joint product

The consumers adopt the 15t joint product during the

intermediate period and can change their preferences
| |
[ [
First point of Second point
time (i=1) of time (i = 2)

Figure 2. The sequence of events
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In the following sections, we will deal with thrggoes of attribute beliefs: (1) the pre-alliance (
= 1) beliefs of the partnering brands (hereaftee, ppre-alliance beliefs), (2) the beliefs of thistf
co-branded product (hereafter, the co-brandingfsliand (3) the post-alliance= 2) beliefs of the
partnering brands (hereafter, the post-allianceets}!

3.2.2 Formation of initial preferences

We apply the expectancy-value model [Bass and Ztaf1972), Fishbein and Ajzen, (1975)]
to formulate preferences because it has been widebmmended for explaining preference formation
[Agarwal and Malhotra, (2005)]. Two relevant prottelated attributes, calledandy, are used to
characterize brané andB. The preference of group at timei is formulated as a relative score

composed of groufs's relative weights of attribute importanee‘® > 0 (K denotes attributes and
= {x, y}) and groupG's belief of each attribute of each braﬁﬁ(i')G > 0 (for notational simplicity, we
will not specify each element for the sétsG, andR in the remaining of this paper). Gro@s
preferencetpg’(i) for each brand can be expressed as:

(pF?(i) = ;WK ©x PR|<(i)G . (2)

Practically, W can be measured by asking a representative sahplensumers to divide

100 points between the two attributes, accordingnde important each attribute is to them. The
number of points assigned to each attribute cansked as an indicator of the relative importance of

that attribute [Wilkie and Pessemier, (1973); Maddie, (1986)]. BesidesI?RK(i’)G can be represented

by the perceived levels that a specific attributesesses [Wilkie and Pessemier, (1973)] and can be
measured by rating scores in a fixed interval [érgm 0 to 100, see Geylaei al, (2008)].
Let us further assume that the consumers belongindifferent groups have identical pre-

alliance beliefs (i.e.Pyy) = Py holds) and that attributeis salient toA whereasy is salient toB.
Hence, the initial attribute level of (y) of A (B) can be assumed to be larger than the initial 1)
level of x (y) of B (A) [Geylaniet al, (2008)], i.e.,Pyy) > Py and Py > Py, . Besides, leD"

denote the initial attribute-level difference ofriiute K betweerA andB, i.e., D* = P, — Py, and
D = Poy —Pay-

Furthermore, the differences of each attributeamsimed to be the same, iB=D" =D’
applies. The above assumption is motivated by niefgito Geylaniet al. (2008, p.736), who also
assumed an equal attribute-level difference irr tgperiment conditions. A positive initial attrided
level difference indicates a better product fit {exrms of attribute complementarily) [Pagk al,
(1996), Geylanet al, (2008)] but, however, also presents inconsisanibution information to the
consumers [Parkt al, (1996)]. GroupG's relative weight of attribute importance of ditrie K is

quantified asw"© D(O,l) and we use the different relationshipswf © to capture the between-
group heterogeneity:

W >wY? with > w =1, (3)
K

wY? >w*® | with ZWK’b =1. (4)
K

That is, groupa considers  to be more important, and groboncernsy more. Assuming that
groupG prefers the brand with the highest score, Eqtda®) can explain why groua (b)’s initial

preference i#\ (B): @, > Py and ¢§(1) > ‘1’2(1)-
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3.2.3 Mechanism of belief revisions

A functional co-branding alliance has two effectsomnsumer evaluations: (1) the inconsistent
attribute information causes confusions about the kevels of the co-branded products [Peirlal,
(1996), Geylaniet al, (2008)] and (2) consumers use the co-brandingefselo modify their pre-
alliance beliefs [James, (2005), Geylagti al, (2008)]. Both effects will be discussed in this

subsection. The co-branding belielgg;) can be modelled as:

PAXB(l) = AL X PAX(l) + A5 % PBx(l) + &, where A3 O [0,1] and Z)l’;{ =1, )
R

Pla = A% X Py + A x By + £, where A% [ [01] and S =1, )
R

That is, by the theory of information integratioknderson, (1981)], the pre-alliance beliefs are
integrated into the co-branding beliefs [JamesQ%20Geylaniet al, (2008)]. Therefore, in Equation

(5) and (6),)I'F§ denotes the relative contributing weight of eatthbaite of each brand to the co-

branding beliefs. Besides, a random teemis added to represent the confusions about the tru
attribute levels (i.e., attribute uncertainty) bktfirst co-branded product. Hence, the co-branding
beliefs are represented by the weighted averagigeqgire-alliance beliefdus the confusioa, which

is assumed to be uniformly distributed on the 'mil{r 6?,9]. In a similar context, Geylarat al.

(2008) also assumed that beliefs are symmetricidlyibuted around the mean. The symmetry of the
co-branding beliefs [Equations (5) and (6)] is mgathby assuming that the parameters of the uniform
distributions are the “additive inverses” of eathes. Besides, the uniform distribution is utiliztx

easily obtain analytical results on the shift-itias (i.e., S,E_‘\B(l) and SEA(l)).

Moreover, we assume thﬁ(D) is strictly increasing ilD because confusions are positively
related to the magnitude of the initial attributedl difference [Geylaret al, (2008)], i.e.,

6=6(D)=d, (7)

holds, whered [ (0, 1/2) is a confusion parameter. Here, the ufpipgr of & ensures that botkof

A andy of B have a negative revision (see Equations (13) 46)) é&nd botly of A andx of B have a
positive revision [see Equations (14) and (15)]e Tiationale behind the negative and positive
revisions will be provided in section 4.1.

If we posit that both brands contribute the sarne,(ﬂg = 1/2) to the co-branding beliefs,
Equations (5) and (6) can be rewritten as

X 1 X X
PAB(l) = E (PA(l) + PB(l))+ €, (8)
1
PAyB(l) = E (PAy(l) + PBy(l))+ €. )

Assuming an equal attribute-level differenégKB(l) in Equations (8) and (9) can be transformed
into

X X 1 — pX 1
PAB(l) = PA(l) —E D+e= PB(l) +§ D+g, (10)
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PXB(l) = P,_{(l) +1D+€: PBy(l)—lD+€. (11)
2 2

Finally, the post-alliance beliefs of gro@can be formulated as
RS = YK © x Py + (1— y5©)x Ry, where & © D[07]. (12)

Equation (12) is inspired by Geylai al. (2008) and, accordingly, the updating Weigprté'G can be
used to determine the degree of revision on edcibue of each brand over groups. Substituting
P:B(l) from Equation (10) and (11) into Equation (12)lgsethe following relations which show the

belief revisions of each attribute of each brandsach group:

P5) = Pay — ;VAGDH/ : (13)
Pz =Py + 5 nyD +yX°e, (14)
Pss) = P ()+ VBGD+V - (15)
Pz = Pely -Eyé °D+y3ce. (16)

3.2.4 Shift-in ratios
Assuming Sf_‘\B(l) to be the probability of grougs consumers shifting their preferences frédm

to B after having consumed the first joint product:
Shep) = Pr(wg’(z) > <D,§(2)), wherePr(s) is a suitable probability function, (17)
and, by substitutingZ>§(i) in Equation (17) by Equation (2), we get
Sheq) = Pr(wx“"‘ b5) T WP > WEPLS) +wr? PA’ES)). (18)
Similarly, SQA(l) denotes the probability of preference change fougb and is expressed as
SSuy = Pr(@2y) > @8). (19)
By replacingcbg(i) in Equation (19) by Equation (2), we get
Shuy = Priw®P8 + WP > w RS +w'P Ry ). (20)

Indeed, Sf_‘\B(l) and SEA(l) also represent the expected shift-in ratios ofugra and b,
respectively, because consumers belonging to thene sagroup behave identically.

3.2.5 Equilibrium shares and necessary condition

Since we formulate the shift-in ratio as a functionr dynamical structure is different from
Venkatestet al. (2000) (cf. Figure 1). Figure 3 shows this dynami&ccording to our setting, from
= 2, each segment consists of the members framand b, two sub-segments (e.g.,

M) =Mag) + M,'i(z) and My, = Mg, +M g(z)). Hence, our model can be considered to have
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two independent dynamical systems — the evolutmha (i.e., the state variables arfd f;(i) and
M) andb (i.e., the state variables ahd 3, and M g)).

For example, as shown in Figure 3, the evolutiom diuring the second intermediate period
(i.e., between time 2 and time 3) can be explaagdollows: A proportionS/iB(z) of the M,i(z)
consumers shift their preferenceBavhile the remaining{l— 825(2))>< M f\(z) consumers still stay with
A. By the same token, a proportidB@A(z) of the M S(Z) consumers change their preferencé @nd a
total amount of(l— SSA(Z))XMS(Z) consumers stay witB. Finally, M55 and Mg, will equal

(1— 828(2))X M 2(2) + SSA(Z) xM g(z) and 828(2) xM 2(2) + (1— SSA(Z))X M g(z), respectively. The above
process builds up also during the third intermedia¢riod and hereafter. Therefore, to derive the
equilibrium share of each brand, the steady stafe$/ i(i), M,’i(i), Mg(i), and Mg(i) must be

identified.
We now assume that initially two brands are equedlyuted in terms of the segment size

[Venkateshet al, (2000)], soM ,,) = Mg, =M holds. The equal level of reputation will be reldxe

later in the simulation study. Besides, we assuratthe belief revision is a one-shot event thatioge
only when the customers adopt the first joint peid(i.e., between time 1 and time 2). This
assumption is based on the need of parsimony anldtk of a theoretical and empirical confirmation
in the literature: we found that previous studiesd-branding discuss the belief revision only from
the aspect of “static updating” {i.e., pre- and tpaliance; see [Hillyer and Tikoo, (1995), James,
(2005), Geylanet al, (2008)]}.

Based on the second assumption, the attribute téwedch attribute of each brand will be fixed

at | = 2 and, by applying Equations (18) and (20854 = Sig() = (1— SSA(i)) and
Sear) = Seap) = (1— SRB(i)) hold if i = 2. Hence, the equilibrium o1 3y, M), M3, and Mg,
will be reached at time 2: The steady statebf;) and Mg is (1— Sf\B(l))x M and Sgzy xM
respectively, whereas the steady stateMf), and Mgy is Sgy*M and (1— SEA(l))XM,
respectively. Finally, the equilibium ofM,; and Mg is (1—828(1) +S§A(l))><M and
(323(1) +1- SQA(l))xM , respectively, and thus the equilibrium share(]js Shen) * SgA(l))/ 2 for A
and (1+ SZB(l) - SEA(l))/ 2 for B. So, following the logic of Venkates# al. (2000, p.25), the amount
of required expansion will be at Iea%ﬁ/(l— Sf\B(l) + SEA(l))— 2J>< M for A (denoted by4M ,) and

12/(1+ She(y) —SgA(l))—ij M for B (denoted by4dM ). The proof of the amount of required

expansion is available from the first author upeguest. Accordingly, the necessary condition fer th
successful co-branding alliance (denoted4 ) reads

AM 2 Max|2/(L- Sig + Soan ) - 2|x M |2/(1+ Sia) = Siagy ) - 2 XM} (21)
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Figure 3. The evolution of alliance from tinie= 1 to timei = 3

4. Propositions and simulation study
4.1 Propositions
Let us now get back to the shift-in ratios. ThepsbbstitutingPR'E;)‘ (PRK(S) from Equation (13)

through (16) into Equation (18) and Equation (20,0btain

She(y) = Pr{WXﬁDB ya° +%y§“‘ —1} * WyaD[l—%yK‘* —%VB“‘}
o U A o A 7 22

X 1 X 1 X 1 1
Seaty) = Pf{w bD[l—EVA" —EVB"}+WV"D{—1+§yKb +§yf¥"}
> elw (ya -y )+ wh g -y b)) (23)

Let  denote the ratio of relative weights of attributgportance (or consumer taste over the
two attributes, [Hauser and Shugan, (1983)]) ambsse the following condition holds:

U= (Wx'alwy'a) = (Wy'blwx'b). (24)

Note that the equal ratio of two groups is a beramand will be relaxed later in the
simulation study. By Equations (3) and (4), Equa{i®4) implies

u > 1. (25)
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Equation (22) to (25) can now be used for proviome useful propositions.

Now we define the term “negative (positive) belie¥isions”. Compared with the pre-alliance
beliefs ofx (y) of A (B), the joint product is perceived to have a poattrbute performance (cf.
Equations (10) and (11)). Through the process o€demmmodation” (see section 2.1), the pre-alliance
beliefs about these two specific attributes magihded due to the inconsistency between the exjsti
beliefs and the co-branding beliefs. We call thipet of updating behaviour a “negative (belief)
revision” [cf. Equations (13) and (16)]. On the trany, a “positive (belief) revision” may exist [cf
Eq. (14) and (15)] on the pre-alliance beliefs abo(x) of A (B), because, in contrast to the pre-
alliance beliefs ofy (X) of A (B), the co-branded product is perceived to provideetier attribute
performance. The above arguments also echo thi resgeylaniet al. (2008) (see Fig. 1 in [Geylani
et al, (2008)]).

Besides, brand familiarity has been recognizednasngortant factor of moderating the belief
(or attitude) updates [e.g., Simonin and Ruth, 89%heinin, (2000), Grimet al, (2002)], and
therefore we discuss the impact of belief revisionder the following two cases.

Case 1: The consumers of each group are more sensitighainges of the pre-alliance beliefs
of their originally preferred brand.

Case 1 is inspired by Grinet al. (2002), who have inferred that a consumer witlighadr level
of familiarity with one brand tends to update thetnd’s initial beliefanorewhen she (he) receives
inconsistent information from the (co-branded) egid products. Mathematically speaking, this
implies

ya®>ys " and (26)

2 N (27)

Proposition 1 (2) illustrates the influencerafgativerevisions under the assumption of Case 1:
When A (B)'s customers have a relative large negative updatn A (B), Proposition 1 and 2 can
exist simultaneously.

Proposition 1: Under certain conditions f;* = uyz® and 12 yx? > 2@ > ya? > y 2@ >0),
brand A needs a larger amount of market expansiofoitm the alliance, ceteris paribus, when the
difference betweep,® and yJ* increases.

The intuition behind Proposition 1 is that graaip relatively large negative revision on brafd
can declineA’s intention (or interest) for (in) the allianceigF4 shows that when the customersiof
(i.e., groupa) have a relatively larger amount of negative rievion A thanB, the pre-alliance belief
of x of A will be diluted more. Consequently, a larger mortiof A's customers will shift their
preference t@® after co-branding. As argued by Venkatesfal. (2000),A eventually has to require a
relatively large amount of expansion for enterinig partnership. Such a condition is a weak prdspec
for A.

Proof. By using Eq. (24) and (26), Eq. (22) can be seaged as

2 2 2 2

wy*‘D(lﬂy:*‘ + Dy - g1y -lyB”‘J
>&
w2l - it + 2t - 3

Saeqr) = Pr (28)

By canceling outw’® and assumind.2 yx? > yX® > )3 > y¥* >0 and y)? = uyi®, Eq.
(28) can be rewritten as
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) 1- 1
Sa = Pr{D(m + EJ > g} . (29)

If we use p to represen(yﬁ*gt - ygﬁ), Equation (29) can be expressed as follows:

A 1-u L
el = Pr{D{(ﬂ Norp )rp 2} ” g} | 0
Furthermore, letting- be the termD{(ﬂ_l)((;:f;/)y’a)jL p +%} , we getSf\B(l) = Pr(L > 5).
B

Since¢ is uniformly distributed on the interv{arl- 9,6?] , we get

St =(L+86)/26, forH<L<8. (31)

Since0S,5,) /0L >0 anddL/9p >0,

6828(1) /6,0 >0. (32)

The anticipated market expansion for brana forge the allianceqM ,) is at least

{ 2 2 b —2}'\/'- (33)
1- SAB(l) + SBA(l)

If all the other variables are fixed in EquatiorB)3one can easily confirm that the amount of

anticipated expansion férwill increase as? = Va~ — Vs becomes larger. Q. E. D.

X X 1 X, X
5 = PA(1) _EyAaD +yAa€

A(2)

V attribute x

| | »
>

A

X X X, X
Fay Precwy Pa2) Pao)

1
P)Ef) = PBy(l) _EygaD +yste

B

| < V attribute y

»
>

PA)El) PXB(l) PB}E’;) PB(l)

Figure 4. The negative revision of group

Proposition 2: Under certain conditions j(5* = uy)® and 1= )3° > y2* > 2 >yt >0),
brand B needs a larger amount of expansion to fibrenalliance, ceteris paribus, when the difference

betweeny?” and y}” increases.
The intuition of Proposition 2 is analogous to Rigifion 1: grouf’s relatively large negative
revision on brand can decline bran®'’s interest in this partnership. The proof of Preigon 2 is

available from the first author upon request beealtisis very similar to that of Proposition 1.
Obviously, due to the complexity of the processhefief revisions in co-branding, a quantitative
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prediction of the outcome of a co-branding partimigrss only possible by applying the suggested
modeling framework.

Case 2: The consumers of each group do not easily chamgere-alliance beliefs of their
originally preferred brand.

Case 2 is contrary to Case 1 and is motivated yn8h(2000). Mathematically speaking, it
implies

YA <yka and (34)

Vel <ya®. (35)

Under this case, we can also offer two propositionshow the influences of the relative degree
of positive revisions on each brand’s intention &opartnership. But, since the argumentation is
analogous to Proposition 1 and 2, details are skipgpere but available from the first author upon
request.

From brand manager’'s perspective, it might be @sing to get a sense of the amount of
required expansions for both brands and to cheanvithie required expansion is unlikely to occur [cf.
Venkatestet al, (2000)]. Some simple simulations can serve thedn

4.2 Simulation study

A hypothetical co-branding alliance, formed by lleAppetite(A) andBio (B), is used as an
example in the following. The two equally reputedrzls are assumed to release several co-branded
pizzas,Appetite-Bio on the market. At the beginning of the alliangppetite(Bio) has one group of
loyal customers, groug (b), who are more familiar witlppetite(Bio) thanBio (Appetitg. The two
brands are assumed to be evaluated by two prodiated attributes “good-tasteX)(and “low-
calories” §). Initially, Appetite(Bio) has a relatively high perceived attribute level “good-taste”
(“low-calories”™) whileBio (Appetit§ has a relatively low level on the same attribiteis co-branding
alliance also presents a better product-fit tocinesumers (cf. section 3.2.2). As mentioned ini@ect
3.2.3, after co-branding, the belief of “good-tagtéw-calories”) of Appetiteand the belief of “low-
calories” (“good-taste”) oBio will receive a negative (positive) revision.

Starting from the above scenario we will simuldte influences of groum(b)’'s negative
revisions on brand\(B)’s intention regarding a partnership simultanepyglhich corresponds to the

combination of Proposition 1 and 2). That is, wéd wiilize a's updating weight ok of A (y,?) and

b's updating weight oy of B (yBy'b) as a set of input variabfeand observe the corresponding changes

of the necessary condition for the successful ftiongdi.e., the amount of required expansidh] ).

In short, the following three scenarios will demibate how the necessary condition for the
successful formation is affected by the differeatthe negative belief revisions betwelppetiteand
Bio (caused by each brand’s loyal customers). Furthexnwe also discuss the existence of an ideal
situation.

Scenario 1 assumes that two groups have the saméuse of parameters. Scenario 2 and 3 will
relax the assumptions in our mathematical modela@signing different parameter values over the
two groups). By offsetting these limitations, oasults will be become more robust and realistic.

Proposition 1 is used as an example to show howselect the value for each parameter.
Actually, we separate the parameters involved op®sition 1 into two categories. The first category

is called the “brand characteristics” and is congglosf the initial segment size of braAo(MA(l)),

the pre-alliance beIiestﬁ(l)), the initial attribute-level differencelY), and the co-branding beliefs

! To simulate Proposition 1, we lgf* be a parameter and emplgy® as the input variable to choose

different values ofp = y,* = yg'*. Analogously, to simulate Proposition 2, we fie thalue of x> and useyy®
as the input variable to select different valueggf - °.
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(Pﬁ'fB(l)). The second category is named the “consumer ciegiistics” and includes the relative weight

of attribute importance W*?), the confusion parameterd(, and the updating Weightsy,f'a,
excluding the variable ;).
For ease of calculation, we |&4 @) =100 (for notational simplicity, hereafter we drie time

index of the market size in this sectiof)y,) and Py, are set to 80 whered’),) and Py, are set

to 46 (the values are selected by referring toetiperimental results of Geylaet al, (2008, p.739).
Moreover, according to Equation (8) and (PfB(l) is formulated as the sum of the midpoint between
46 and 80 and confusions. For the “consumer cheniatits” category, the value of each parameter is
chosen from a set. By Equations (3) and (24),is chosen from the set {1.1, 1.2, 1.3 and %.4}.
Besides,d is selected from the set {0.3, 0.333, 0.367, 6.Bjnally, to have a different range fa@r,

we let y* (hereafter, the negative updating weighfApbe the input variable and lgt® (hereafter,

the negative updating weight Bf be a parameter chosen from the set {0.1, 0.2, 0.3

Note that for Proposition 1 (or Proposition 2) will wave 48 different examples (or different
types of updating behaviours) if we use all comtames of the parameter sets listed above. Details
about the 48 examples are available from thedinghor upon request.

4.2.1 Scenario 1: identical structure of parameters
This scenario shows the evolution of required esmanwhen the two groups have the same
value for all the parameters, i.e., the same tyfpepdating behaviour. In doing so, it will be more

straightforward to visualize how the relative magde of each group’s negative revisions,t
andygb) influences the successful formation. Details lo parameters are provided in Table 2. Note

that we exclude the cases where the valugg:8f (") are smaller than 0.38, because in those cases
the corresponding shift-in ratio is 0 and thusus af consideration [cf. Venkatesh al, (2000)]. This
setting also holds in scenario 2 and 3. Besidesyuseeour notations to replicate the simulations by
Venkateshet al. (2000) [see Figure 2A in Venkateshal, (2000)] in Figure 5A and show the result
of scenario 1 in Figure 5B. In additioriM , is expressed as a percentage of the initial ggted
size of AppetiteandBio in Figure 5 (also Figure 6 and Figure 7). Detalt®ut the input and output
variables in Figure 5 (also Figure 6 and Figurarg)available from the first author upon request.
Venkateshet al. (2000) showed that, when an equal shift-in rafibath brands exists, i.e., if

SAB(l) = SBA(l) (presented by the black bullet points in Figure Balds, each brand’s “equilibrium

share” (revenue) remains the same as initial leaetsthus no brands act as a loser. We call tlsis ca
an ideal situation (i.e., without required expansidM = 0). Our model addresses the importance of
belief revisions: an ideal situation can only exigtenthe magnitude of the negative revisions of

Appetités customer orAppetiteandBio’s customers omBio is the same (i.e.yy* = yBy'b, presented

by the black bullet points in Figure 5B). In bridfthe updating behaviour of both groups is thmesa
a similar magnitude of belief revisions can preveoih brands from being worse off in the alliance,
thus achieving a successful formation.

? As mentioned in section 4.4 can also represent different levels of consumstetaver the two attributes.

Since we do not want to address extreme consusteistesmaller values are considered.

® To select the values of the confusion parametpgrty, we refer to Geylani et al. (2008), who skdwhat the
standard deviation of consumers’ confusion is reable between 5.88 and 7.85. We map those valte®um
setting and thug can be chosen from the set {0.3, 0.333, 0.36%,(@el, the standard deviation & is equal

to (4D)/+/3, see Eq. (7).
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Table 2. Details on the parameters in Figure 5B
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Figure 5. The evolution of anticipated market expansion

4.2.2 Scenario 2: different initial segment sizes
This scenario illustrates the evolution of requiredpansion when the allying brands’

reputations are different (i.d\ A % M p(1)» Ceteris paribus). Details on the parameters areiged

in Table 3. Figure 6 demonstrates the evolutiothefamount of required expansion. In this scenario,
an ideal situation does not exigle., the respective curve does not reach the moliwe)' for the
following conditions: y® > 0.7 in Figure 6A,)J” > 0.6 in Figure 6B, and/y® > 0.5 in Figure
6C.

*In Fig. 6 and 7, the curves with a kink (e.gy*< 0.6 in Fig. 6A) are reaching the bottom (i.e.,ideal

situation exist). However, we cannot always redih $pecific point (e.g., fopg’b = 0.4,y is around 0.40387
in Fig. 6A) because the values gf are chosen with a step size of 0.05.

248



Volume 1 V/ I ssue 2(8)/ Summer 2009

Table 3. Details on the parameters in scenario 2
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Figure 6. Results for scenario 2 (different initial segmsiaes)

The non-existence of an ideal situation can bébated to the incompatible brand reputations.
For instance, wheBio's customers have a considerable negative updai&im(e.g., yg"b = 0.61in

Figure 6B), the equilibrium share Bfo in the alliance is always smaller than its initetel of 66.7%.
Eventually,Bio must expand its market size if it partners wighpetite On the other hand\ppetite
benefits from the alliance as it can always achigvénitial preference share of 33.3%. Hence, this
alliance is not appealing ®io and it would definitely make a retreat. Thus, \ee conclude that it is
better for Appetiteand Bio to have the same level of “reputation” because Helps both brands
acquire a sufficient share from the alliance. Idiaon, a compatible brand reputation can also be
thought of as one type of the “similar resourcecevident” [cf. Bucklin and Sengupta, (1993)] since
we assume that firms consider consumer prefereascése resource to be exchanged in a partnership.

4.2.3 Scenario 3: different relative weights of attbute importance
In Scenario 3, we allow the customersAgfpetiteand Bio to have different ratios of relative
weights (i.e., (* # ,ub, ceteris paribus). By using the expectancy-valueleh a larger ratio of

relative weights may contribute to a higher levehtitudinal favorability of one brandcf Eq. (2)
and (24)) and, as a consequence thereof, a higlgeea of brand loyalty [Dysoet al, (1996)]. So,
the purpose of scenario 3 is to illustrate the @vah of required expansion whéppetités andBio’s
customers have different levels of loyaltyAppetiteandBio, respectively. Table 4 shows details on
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the parameters in scenario 3, whereas Figure F®medshe related simulation results. Similar to
scenario 2, an ideal situation is not likely towcm Figure 7B (wheryg'b = 0.7) and in Figure 7C.

Table 4 - Details on the parameters in scenario 3
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Figure 7. Results for scenario 3 (different relative weighitsttribute importance)

In this scenario, the non-existence of an idealasibn is caused by the different levels of

customer loyalty ofAppetiteandBio. For exampleBio always loses a relatively large amount of its
customers when, comparedAppetite the loyalty level of its customers is relativédyv (Figure 7C).
In this caseBio always has a shrinking equilibrium share (i.ewdo than 50%)f it allies with
Appetite andAppetitealways dominateBio by grabbing a larger equilibrium share (revenuethim
alliance. This might be a major reason for a failaf a partnership [Venkates#t al, (2000)].
Summing up, it is better fdkppetiteandBio to have an equal level of customer loyalty.

5. Discussion
This paper provides normative guidelines for theceasful formation of a co-branding alliance
for both academic researchers and practitioners. r@sults show that the relative magnitude of

customers’ belief dilutions on each of the allyimgnds ¢;* and ") may decline the partnering
brands’ intentions to ally an alliance [cf. EquaBq32) and (33)]. That is, a co-branding allianay
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not be successfully formed even if the attributenglementarity exists (cf. section 3.2.2). Brand
managers should also consider the more abstraet tdvconsumer evaluations — namely belief
revisions [cf. James, (2005)]. Our simulation stgtipws that the ideal situation can occur when both
brands are similar with respect to the magnitudeustomers’ belief revision (scenario 1), brand
reputation (scenario 2), and customer loyalty (aden3). In particular, we would like to emphasize
the importance of a compatible “reputation” becaitise related to a “free-riding” problem — a less-
reputed brand may contribute less but gain mone fte partner [e.g., Raet al, (1999]. In order to
avoid this problem, brand managers should carefthigck the quantity of loyal customers before
initiating or entering a co-branding alliance. biddion, in order to achieve the same level of comr
loyalty (4 ), brand managers can use persuasive advertisefiMantkenzie, (1986)] to advocate the

benefits brought by a specific attribute where brend excels (e.gAppetités good-taste oBio's
low-calories).

There are three possible extensions to our workt,Rive assume a static belief update. Future
research can use the concept of “state dependemawtier to empirically test whether consumers
have a dynamic updating behaviour [e.g., Erdem ledne, (1996)] in the field of co-branding.
Furthermore, we did not consider the theory ot accessibility [Faziet al, (1989)]. Parlet al.
(1996) have argued that an attribute with a lasgdience can much easier be recalled from memory

and can contribute more to the co-branding beliefshis case, the assumption thd and A% are

equal to1/2 should be relaxed. Finally, future research couleasure the effectiveness of co-
branding by the market performance. For examplree-brand scenario — i.e., two allying brands
and a competing brand — could be set up and tleetefbf belief revisions on the relative marketrsha
of the co-brand could then be examined. In doingveocan offset an intrinsic limitation in our mdde
— the customers of the allying brands’ can alsét seir preference to the competing brand and vice
versa.
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Abstract:

Tourism is traditionally seen as a labour intensindustry, which employs large numbers of labouhwi
relatively low levels of human capital. Tourism émyment encompasses employment in such diversgsast
accommodation, catering, attractions, airlines, wenir shops, tour operation and travel agencies,
transportation and so on. The different sectorgooiism are associated with wide range of occupetiavith
diversity in human capital requirements.

The success of tourist destinations is strongliuémfced by the quality of their human resources. An
important part of the tourist experience comes fritva human element, the quality of service, thitud,
responsiveness and helpfulness of the staff adde t@the whole tourist product.

Only competent and motivated employees can delwngh-quality tourism service and achieve
competitive advantage for their firms and tourisstinations.

According to these facts, our paper will examine itajor characteristics of tourism employment.ilt w
also present a direct marketing research in a ttagency regarding the level of performance for #yency
employees. It will study the relationship betwel@ performance of the travel agency and the skiflsts
employees. Finally, some conclusions and pracscdlition will be presented with the purpose of irgsthe
level of the human resource abilities and perforoean

Key words: tourism, employment, skills, marketing, research

JEL Classification: L83, 014

1. Introduction

First the tourism progress presumes to insure tradity services. Of course, the material
groundwork quality of the tourism activity is nesasy to achieve this objective but only the
competence, education and the personnel’s passidaurism constitute the total quality of the tisur
product. Otherwise, in every field the investmeeglised for training and breaking-through the
personnel constitute the main key thereby the caoiepaare successful [Pender, (2005)]. The
experience shows that where the tourism servicegrovided by trained, educated, respectful and
specialized personnel the tourist offer is more aeted and it can obtain the custom fidelity [Baum,
(2007)]. On vacation or in the case of a businemget, people appreciate a lot their receptivity to
solicitations, the simplicity and the speed theydkin with at the hotel, the attendance up to the
room, the luggage transportation, the publicitytlod services offered and the presentation of the
services from the room. In these conditions, th&iso personnel have to adapt to the customers’
requires [Constantinescu, (2008)].

The mistakes, the oversights and the lack of pwge in tourism can effect in important
financial loss to any tourism unit. More and matés admitted the fact that all the prosperityderof
a tourism unit comes from the personnel’'s behaviteslie, Russell, (2006)]. Therefore when a
tourist product is conceived it is necessary tau@gsshe training and the breaking-through of the
personnel, including the organizing measures whigfine the recruiting policy, the preparation and
the breaking-through of the personnel, the systefntise employees continuance, the solutions for the
social problems, the control and the inspectiotneftourism services offered.

2. The characteristics of the tourism personnel

According to The World Travel and Tourism Coundhe contribution of the Travel and
Tourism economy to total employment is expectedide from 238,277,000 jobs in 2008, 8.4% of
total employment, or 1 in every 11.9 jobs to 29,280 jobs, 9.2% of total employment or in 1 in
every 10.8 jobs by 2018. Regarding Romania, acegrth The World Travel and Tourism Council,
the contribution of the Travel and Tourism econotmytotal employment is expected to rise from
303,932 in 2008, to 376,428 by 2018 [Tourism Highis, (2007)].
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For characterizing the work force from tourism, dtiger with the quantitative evolutions, the
structural mutation has an important significan€ke particularity of the tourism activity and its
complexity are found in the multitude approach wafyghe personnel structure.

The most common way of grouping the tourism workerso fulfil the function that can be
associated with an activity division, with the innamce and the training level.

Concerning Romania, regarding the activity sectar, can talk about personnel engaged in
hotels industry (45%), food industry (35%), touriagencies (10%), tourism administration (7%) and
other sectors of the tourism industry (3%) as guFel. [Lupu, (2005)]:

The structure of the tourism work force viewpoirittbe secto
where work

7% 3% m hotels industry
10%

45% O food industry
@ tourism agencies

O tourism administration
35%

W other sectors

Figure 1. The structure of the tourism work force viewpadhthe sector where work

As you can observe the hotel and restaurant iridasoffer the most work places for the
tourism personnel (about 80%). The reason whyithisappening is because of the entrance of the
biggest hotel chains such as Marriott, ACCOR, Halndohnson, and Ramada who need a lot of work
force in our country.

The tourism agencies have known an emphatic dev&opafter the 96’ many businessmen
starting an activity in this field.

Concerning the tourism administration, in our coyrnhe tourism activity is managed by the
Ministry of Tourism which has five activity fieldsiocational formation, strategy and programme,
tourism promotion, international relations, licergsand controlling.

In the other sectors of the tourism industry we p@mntion the persons hired in the cultural-
sportive activities, leisure and entertaining.

If we were to represent it in a grid of functiorssaciated with the training level, the structure of

the personnel from the point of view of vocatiotraining would look like this (see the figure no.2)
[Stanciulescu, Marin-Pantelescu, (2008)]:
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The structure of the tourism work force viewp oifittoe
vocational training

@ managers
8%

40% O technicians

O The base personnel with
qualification

@ The base personnel with
no qualification

Figure 2. Structure of the personnel from the point of viglwocational training

The leading departments with superior knowledgerectbr, second director are only 10% of
the total tourism personnel. This fact it is duethe big hotel chains that come with their own
management and know-how which is used in our cguntr

The expert technicians that graduated of the padtgite-schools, colleges and other forms of
trainings represent only 8% of the total of the kvimrce. At this chapter our country suffers thesmo
because the best expert technicians are goinghter @ountries for a well paid job and a better
standard of living.

The base personnel who has a middle and belowg@esgeciality qualification represents 42%
of the total work force and the labourer base perebwith no qualification represents 40% of the
total work force. It is noticed a lack of highlyained personnel due to the reduced investmenthdor
training of the work force, due to the low paymant the seasonality of the tourism activity in our
country which make the ones who are well trainedetve in foreign countries where they can
develop a permanent tourism activity.

The professions from tourism, especially the vaceti from the hotel field haveertain
characteristicsfor example:

= superior consumption of alive forammparing with other economic branches; the nacgss
work ratio to product item is one of the highdgtftsuppose an important number of employees and it
leads to a more reduced productivity; this situatis due to the fact that automation and
mechanization have a limited sphere of applicahilit

= The big mobility of the work forcesgasonal activity leading to the fluctuation oé tork
force, that requires the use of the extra persomheh the tourism activity is intense;

= Counter-time work scheduleompared to the usual work schedule (week-endigiadf
holidays, and personal holidays) brings about [fficdlties in recruiting workforce, especially yng
one;

= the wide dimension of a work dayeaning that work in tourism assumes hiring the@leh
available time per day, effecting negative consages on the familiar and the social plan;

= Physical and nervous tiredness,the conglomerate periods with a lot of touristdhe peak
season;

= Psychological constraintsmeaning that the personnel who get in direct acntvith the
tourists has to have self control, good mood artiepee;

= a relatively high and complex level of trainindpse to the one of the customers, especially
for the employees who get in direct contact witl tburists (knowledge of one of the international
languages to be able to provide useful informadiod a civilized behaviour);

= High moral and material liability by involving the tourism employees in the proce$s
serving the customers; material liability is detered by the material values that the employees take
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care of and manage, to which we add the liabititythe tourists’ assets; moral liability refersthe
quality of services or to the degree of satisfytimg clients’ needs, to the correct drawing up efliil
and keeping confidentiality concerning the clients.

All these characteristics of the tourism vocatibage an important role in the recruiting and the
hiring process as in the professional developmestgss, too.

3. The tourism personnel requires
The tourism activity assumes a direct and contisuoantact between the tourism personnel and the

customers. That is why a very important constituehthe quality of the tourism services represethis
personnel behaviour that creates the satisfactidrttze fullness of the customer.

At the base of the professional behaviour of tharison workers there are their personal
qualities. This way in condition to be a great vesrk tourism a person has to fulfil the next regsi

I. Physique inquires:

= Agreeable appearance with harmonious proportiotvedan the parts of the body;

= Physical robust build;

= The gesture and movement harmony;

=  Workmanship;

= Good articulation, pleasant voice;

= (Good vision, perfect hearing, the sense of smelling

= Resistance at physical effort, especially orthastat

= Healthy organism;

II. Intellectual inquires:

= Active capacity of leasing and understanding;

= Analysis and summarize capacity;

= The facility in assimilation the information;

= Good memory;

= Creative imagination;

= An easy mode of expression.

[ll. Training inquires:

= Professional qualification;

=  General culture;

= Arrich, correctly and proper vocabulary;

= PC knowledge;

= Foreign language knowledge.

IV. Psychical inquires:

= Observation spirit;

= Spontaneity;

= The capacity of working in stress conditions;

= Concentrating power and distributive attention;

= Sociability;

= Emotional stability;

= Calm, patience, tactful.

V. Moral inquires:

= Honesty, correctness;

= Responsibility;

= Politeness;

= Discretion;

= Loyalty;

= Punctuality;

= Self respect and to the others.

Depending on the specific of the activitgrtain requestare more important. For example:

% Forthe reception chiethe sense of managing, initiative, power of deaisand leader talent
(next to the other specific qualities requested-éaeption workers);
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% For the receptionistcommunication abilities, emotional equilibriumgnemercial spirit,
intuition, dynamism, efficiency.

% Forthe reservation workewvery good knowledge of the hotel facilities arfdtie services
offered, attention, rigour, communication abilifiefficiency, seriousness, responsibility;

% Forthe pay officehonesty, correctness, responsibility, attenfwacision, rigour.

% Forthe luggage manimpressive and good looking appearance, a gogdigal condition,
visual memory, watchfulness.

% Forthe telephonistcommunication abilities, knowledge of the telepldinks with the hotel
departments, pleasant vocal timbre, and discretion.

% For the chambermaid housekeeping, manual abilities, very good sighirrectness,
discretion, honesty, distributive attention, goognory.

% For the governessabove the specific qualities for the subordingpedsonnel, managing
spirit, methodical, leader talent, good taste, sasybility.

% Forthe waiter good physical presence, elegancy, commerciait spbservation spirit, very
good memory, robust, patience, calm, inclinationdestomers working, courtesy, the sense of sight
and hearing very well developed.

% In addition for thequartering director the dining room chief leading capacity, rigour,
responsibility, leader talent.

% Forthe cook good taste, a very well developed sense of simreativity, artistic sense, care
for hygiene, neatness, responsibility.

% In addition forthe chef coakmanaging abilities, leading

Considering these inquiries, the tourism persowilébe able to make the tourist to feel better
and earn his trust. Further he will develop a pemnce in the tourism activity with important
earnings.

4. Case study: The relation between the tourism peonnel and the performance of the tourism
activity

The direct marketing research took place in Budtaletween *Lof March — the 30 of April
2008, on a sample of 16 tourism agencies of toeraiprs with close dimensions concerning the total
assets and the number of the employees. The toagemcies personnel were estimated, by the aspect
of the professional characteristics, using pinefessional graph of the tourism workgigure no.3)
[Liu, Wall, (2006)].
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Figure 3. The professional graph of the tourism worker
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The research results have shown that as part of9theurism agencies the personnel
characterises and the professional graph had ahingtpercentage of 96. At one criteriogpatial
view' it was registered a score of 3 instead of 5 asas required by the professional graph. The
investigated travel agencies are in the table belod/ the 9 travel agencies that are corresponded to
the professional graph are Atlantic Tour, Chrisfiaur, Eximtur, Happy Tour, J'info Tours, Jeka
Turism, Marshall TourisnRaralela 45and Romantic Travel.

Table 1. The market share of the investigated travel agsnci

Investigated travel agencies Market share %

Atlantic Tour 5,1
Big Travel

4 Christian Tour 6,3
Eximtur

N
1 Ali Baba Tour
2
3

ol
H
(=] O kgl
[ ©

6 Happy Tour 12,4
7 Inter Tour Voyage 3,4
8 J'info Tours 9,8
9 Jeka Turism 1,2
10 Kartago Tour 1,3
11 Marshall Tourism 8,8
12 Milenium Tour 3,7
13 Omnia Turism 4,3
14 Paralela 45 14,5
15 Romantic Travel 5,1
16 Sind Romania 1,8

-
(@]
o

The tourism agencies were investigated to the viénf the turnover performance realised in
April and May in 2008. Among the 9 tourism agendies observed a rise of the turnover from a
month to another; otherwise the other tourism aigsnegister no winnings.

The Paralela 45travel agency had a turnover % million euroin 2008, becoming the leader
of the Romanian travel agencies.

The second place on the Romanian travel agencidsetma occupied byHappy Tourtravel
agency who registered in 2008 a turnovebbfmillion eurg with 5,5% less that the previsions made
by their marketing department during the year .

The Eximtur travel agency is located on the third place intoprwith a turnover o0 million
euro.

The interview with the travel agencies personneierged that customers are always asking for
details, that they preferred travelling to desiimad closer to home, more accessible and visiting
friends and relatives rather then staying in antdsatel. As a cause of the economic crisis thdike
in average length of stay, as well expenditurerggegted to be more pronounced than the decline in
overall volume.

The travel agencies market place in Romania wasaeg to rise in 2008 with 20% (at the time
we made the research), and to re@@d million euro

Most of the travel agency managers sustained tttetfiat their employees are collaborating
very good with customers and the customer relatianagement plan is extremely useful for them to
gain more clients each year.

According to our research results we conclude wighfact that it is a direct and strong relation
between the tourism personnel characterises angketfiermances of the tourism agencies.

5. Conclusions
The tourism firms have the objective of increadimg long time prosperity and this is why they
have to pay special attention to the preparindnefituman resources, especially the particularigctiv
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abilities from tourism that will assure the professilism of the future services. The differenceat th
exist between the tourism companies are causeldiyamployees and the competition is not taking
place only on the tourism products market, it staith the work force market where the companies
are in competition for their human resources.

In Romania the tourism has the potential to createk places at all of the society and economy
levels, from the bar’s personnel, chambermaid itelspguides, up to the top management in tourism.
The tourism is intensive in work and it has to leaded to the quality, this way the sector would be
competitive and productive. For all that, many snme our country the tourism is being seen as the
last resource when it comes to pick a carrier beead the low salary, the demands for the personnel
and the characteristics of the tourism work.

Considering that ,politeness does not cost anytbirgouys everything”, the personnel working
in tourism should show more kindness, correctnedsuaderstanding towards the clients. Only in this
way can the clients be made loyal, which leadsitoeiased performances in tourism in the future.
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Abstract:

A general theory of liquidity is proposed. The mdjgpothesis advanced in the paper is that indigidu
do face borrowing restrictions in capital markef®he value of portfolios combining risky assets aagh
balances is then related to the price assigned ames market of deposit insurance, and is accordingly
characterised by a method suggested by actuariaeaechers/7 and commonly used by insurers and
reinsurers. It is demonstrated that in this way cne@conomics, financial economics and actuariaésces fuse
together in a unified theoretical framework, whicéin be applied as an alternative to the utility mgigation
approach. Episodes of liquidity crises, which larkexplanation under classic economic theory, aeammgful
within the new theoretical setting.

Keywords: Liquidity preference, Economic capital, Deposgunance, Money demand, Monetary equilibrium,
Quantity theory

JEL Classification: G11, G12, G3

1. Introduction

The paradigm ofperfect competitiorhas predominated in modern financial and economic
theory. In this setting, individuals can alwaysrbar the funds required to carry out their consuopti
and investment projects.

Most of the methods currently used to assess the pf investment portfolios are based on this
assumption. At the macroeconomic level, the hymithsupports the belief that financial institutions
do efficiently allocate economic resources.

The empirical evidence, however, suggests thatolbng restrictions are always present in
capital markets. A new theoretical setting thatliekly incorporates this condition is proposedtims
paper.

2. Why a General Theory of Liquidity?

The presence of borrowing restrictions implies thdividuals are not indifferent about the
amount of cash holdings to maintain in their pditk

The problem is in the interest of private investargl financial conglomerates, for they are
obliged to raise capital reserves in order to blency requirements and to provide a guarantee to
creditors and customers that they can honour tiadilities. It is also in the interest of insureaad
reinsurers, who maintain cash provisions to exeth@gayments, promised in their issued policies.

In a more general context, the problem is connedtedhe preference for liquidityof
individuals, i.e. the amount of balances they aiteng to keep in the form of currency - or simply,
themoney demandf the economy.

When deciding théarget interest rate (consistent with some predetermliaeels of inflation
and employment) and the corresponding money stmityal bankers must rely on estimations of the
money demand - more precisely, they must rely dimations of theinterest rate elasticityf the
money demand [see e.g. Blanchard, (2005), and Heowaetl Bain, (2005)]. Hence the central role the
preference for liquidity plays in macroeconomias.spite of this, no theoretical characterisation of
this fundamental property has been yet provided.

In conclusion, the concept tifuidity preferences connected to problems precisely stated in
different economic contexts, namely: the problencapital allocation, traditionally solved with the
aid of tools from financial economics; the deteration of insuranceguaranty fundsfor which
actuarial methods are provided; and finally, the conducttbmonetary policy and the estimation of
the money demand, for which linear models andsttedi inference are used.
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The deregulation policies worldwide implemented grelually deepened during the last thirty
years have blurred the distinction between barikantial intermediaries and insurance companies,
and have made the economy more sensible to thedliens of the whole financial system.

Such state of affairs shows the need of develoaingified framework for the characterisation
of liquidity preference, or to put in more ambitsoterms, it indicates the need of enunciating a
general theory of liquidity

| pretend to convince the reader that the aim cara¢tcomplished by means of a method
routinely used in actuarial practice. The metha@iteto aroptimal liquidity principle which is easy
to implement, and which can be naturally aggregatedccount for the behaviour of financial
conglomerates, holdings, industries and the ecorasyaywhole.

3. Borrowing Restrictions in Capital Markets

According to the Modigliani and Miller (1958) progition, rational investors demand no cash
provisions, for they are costly and do not afféet inarket value of aggregate portfolios. The thmore
IS a consequence of the hypothesis that in penfackets financial securities and cash balancedean
traded at any moment and without quantity restitgi Then individuals can always remove the
imbalances in their portfolios, for they can alwdysrow and lencgainy amount of capital at a fixed
level of the interest rate.

However, financial firms and private investors @ad borrowing restrictions in practice. As a
matter of fact, lenders chargeemiumson loans depending on teedit qualityof their counterparts.
Such premiums are incremented with borrowers’ lzgerratios.

Borrowing restrictions are likely to appear in metskwithinformation asymmetriesvhich may
arise from two different sourceagency costbetween shareholders and managers, andntral-
hazardimplicit in the contracts established by firmstwiheir customers.

The problems caused bggency costsinclude mismanagement and under-performance
appearing when stockholders cannot fully obsereeattions taken by managers - or when due to
institutional rigidities they cannot promptly redotreverse undesired results. It can be also dke ¢
that managers behave poorly from the point of vigvetockholders because they pursue strategies
that maximise their own interest. This situationymae especially severe in companies where
incentives are not properly established [see eagia; (1980), Tobin, (1982b), Barnetal, (1981),
Jensen, (1986), and Merton and Perold, (1993)].

Moral-hazard on the other hand, is induced by the fact thatgbrtfolios held by financial
institutions are not observed by their customerbp vare thus unable to effectively assess the
probability that their deposits will be returneddue time. As stated by Merton (1997), financiahf
tend to beopaqueinstitutions [see also Ross, (1989)].

Averse-to-risk customers will accordingly show preference fguaranteed deposits.
Institutional guaranties usually take the form a$le holdings - to be delivered in case of defatliait
can be reinforced by a warrant issued by anothsitution or some governmental division, whose
capacity and willingness to pay are beyond questionther words, averse-to-risk customers agree to
make deposits only if they are at least partiadgured [see also Merton and Bodie, (1992)].

Merton (1974, 1977 and 1978) demonstrates thatigiray deposit insurance is equivalent to
issue gput optionon the value of the aggregate portfolio. The absdeposit insurance can then be
explicitly stated in terms of the volatility (i.the standard deviation) of the series of capitairres of
the underlying portfolio.

But the hypothesis of continuous trading is algquned in the derivation of the option pricing
formula [Black and Scholes, (1973)]. In fact, ifdimduals can modify the composition of their
portfolios at any moment, cash holding strategaes lwe always replicated by issuing and exchanging
option contracts. In other wordbeedging capital cushionsand deposit insuranceare all perfect
substitutes in the absence of borrowing restristion

The presence of borrowing restrictions is thenfoeoed by the fact thahon-standarised
policies are normally traded in insurance marketsich are assigned different prices depending on
the information owned by the insurer and insuretigm[see e.g. Venter, (1991), Waeigal, (1997),
and Goovaertst al, (2005)].

A new framework for the pricing of deposit insurartbat effectively incorporates the presence
of borrowing restrictions will be presented in foowing section.
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4. The Optimal Liquidity Principle

As stated by Tobin (1958), the problemiigtiidity-preferencds exclusively concerned with
the determination adptimal combinations of risk and cash holdings.

More precisely, Tobin analyses the behaviour obdain representative decision-maker who
holds some aggregate exposrand a cash balance that can be lent at the ibtettes. Assuming
that the underlying risk is described by &aussianprobability distribution and that both capital and
securities can be traded without restrictions @chsa way thaéverycombination of risk and cash can
be attained by performing market operations), heafestrates that the locus efficientcombinations
of risk and cash is represented by a straight iinehe plane of expected returns and standard
deviations.

If additionally the preferencesof the representative decision-maker regarding different
combined portfolios is characterised by a certdility function (measuring the level of satisfaction
that he or she obtains from the wealth producegdiyfolios), every level of utility determines an
indifference curveén the plane of expected returns and standardatiens.

Hence theoptimal portfolio containing risk and cash holdings is retwderised by the
combination in the line of efficient portfolios thenaximises the expected utility (defined in the
mathematical sense) of the representative decrsaker. The optimal portfolio is thus determined at
the point where the rate of variation of the expdateturn with respect to the standard deviation is
equal to the marginal utility of substituting a tuof expected return by an additional unit of stmald
deviation [see equations (3.4), (3.5) and (3. Thepaper of Tobin, (1958)].

A necessary condition to guarantee the existencethef optimal portfolio is that the
representative decision-maker shoasgersion-to-risk On these grounds, Tobin regards liquidity
preference abehaviour towards risk

Within this context, the method of Tobin determimesoptimal liquidity principle which can
be applied to describe the demand for liquidityemcbnditions operfectcompetition. This method
has been actually used to derive an expressiathéomoney demand [see e.g. Holsmtrom and Tirole,
(2000), Lucas, (2000), and Choi and Oh, (2003)].

A similar procedure can be followed to obtain auidty principle that explicitly incorporates
the condition ofestricted borrowing

Indeed, notice that iK and A respectively represent the percentage returnenfutiderlying
portfolio of securities and the proportion of furidgested in cash holdings, then the loss afforated
the end of the investment period (per unit of itneEnt) can be expressed as:

(X +1). =-min(0,X + A) (1)
The burden of bankruptcy can be transferred to simeerance company provided that the
insured party pays thectuarial price of the claim, equal to the expected valuéhefexcess of loss

[see Goovaertst al, (1984)]. Rational decision-makers must then chdbe proportion of cash that
minimises the cost of insurance plus the opponwust of capital:

Min E,[(X+A) ]+rma 2

where 8 denotes a parameter representing the expectaticthe decision-maker.

The solution to the optimisation problem of Equat{@) is determined at the point where the
marginal reduction in the insurance price, equahtprobability of default, is equal to the magedin
cost of capitat, i.e.:

Ty x (/1”) = Pe{x < —)ID} =r (3)

The optimal proportion of cash is thereby charaster by an optimal exchange between a
certain (non-random) cash flow and a flow of praligb A well-definedliquidity demand function is
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obtained in this way, which is always inverselyated to the level of the interest rate, for theense
probability function is always inversely relatedt®argument:

A=T1,2 (r) 4

A general theory of capital can be built on theugids of Equation (4), which naturally extends
the theoretical frameworks of the Modigliani-Millproposition and the model of deposit insurance of
Robert Merton [see Mierzejewski, (2008a)]. The rada be applied to derive botentralisedand
decentralisedmechanisms to allocate capital within financiahgilomerates [Mierzejewski, (2006)
and (2008b)].

More generally, the principle can be used to cliarese the money demand of the economy
and the monetary equilibrium. A theoretical basigrovided in this way to analyse the effect of
monetary interventions in economies where indivisitace borrowing restrictions.

Finally, the principle can be also applied to chtgase the demand for cash balances in
markets of short-term (interbank) loans. The madagt of capital (as determined by the market
equilibrium) is then explicitly dependent on thatistical description of risks and the aggregate
amounts of supplied and demanded balances.

5. At the Corporate Level

The problem of Equation (2) represents the trafidaufed by a decision-maker who has to
decide between establishing an insurance contaact paying the corresponding actuarial premium)
on the one hand, and relying on borrowing and temdat the interest rat¢ in some market of loans
on the other.

Within multidivisional corporations, the necesgitiykeeping divisional cash holdings induces a
loss at the aggregate level that can be measuptidigy.

Indeed, let X,,...,X, and A,..., A, respectively denote the risks and cash proportions
maintained by the divisions of some financial conggrate, and leX and A respectively denote the
risk and the cash proportion maintained at the eggge level. Therefore, #y,..., @, represent the

proportions of funds invested in divisions (witlspect to the total amount of funds invested by the
conglomerate), then the following inequality holds:

(X + )]s D Ef(x, +) ] ®

Therefore, as long as capital reserves are helldeatlivisional leveld instead of maintaining a single
aggregate balance at the headquarters of the copgdtel] central managers are obliged to minimise the sum
of the insurance prices of the divisional claimsg @ot the insurance price of the aggregate clasnyould be
theirfirst choice:

Min > e E[(X, +4).] ©)

1

An optimalcentralisedallocation of capital is obtained in this way, alhiassigns the same cash
proportions preferred by divisions when actingtasd-alone independent units, i.e.:

A =Th (r) Oi=1...n (7)

Information asymmetries and differences in thewaté toward risk lead to discrepancies in the
estimations of the informational parametér proposed by central and divisional managers. The
optimal cash proportions determined by the cesedliallocation of Equation (7) are thus expected to
differ from the cash proportions that divisionalmagers would choose if they were allowed to decide
independently.
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An optimaldecentralisednechanism can be implemented that leads to the &aral of capital
collected by the centralised allocation at the aggte level, but which additionally allows central
managers to measure the internal differences battireeinformational parameters.

The optimal decentralised mechanism is implementedhe following way. First central
managers determine the internal price of capitdl lahsubsidiaries to choose their cash proportions
Divisions are only allowed to invest their resenatsa current account contracted with the central
administration. By comparing the actual cash priopos chosen by subsidiaries with the amounts
obtained when applying the centralised allocatibEquation (7), central managers can estimate the
aversion parameters of divisional managers [Mierzski, (2006) and (2008b)].

6. The Monetary Equilibrium

A fundamental macroeconomic relationship, alreadygested by Keynes in his
General Theory1936, see the chapter devoted topghgchological and business incentives to
liquidity; see also Keynes, (1937a), (1937b)], is the ola¢img the totaktockof moneyM to
the level omominaloutputY and interest rates [see e.g. Equation (6) in Rraed (1970)]:

M =Y OA(r) = Py A(r) 8)

whereP andy respectively denote the level of prices aedl output, and wherel (r) represents the

preference for liquidityof the economy] i.e. the proportion of output that people maintairthe
form cash holdings.

According to Equation (8), altering the money stdtkecessarily implies that at least some of
the variable$, y orr must change in order to preserve the monetanyileguin. Consequently, if the
rate of change of the level of prices (i.e. the tinflation) and the rate of growth of real output were
pegged to some predetermined levels, the monetahoity would be always able to induce some
preferred level of the interest rate by supplying tight amount of money to the economy.

The efficacy of the mechanism depends, howevethefiexibility of prices and theensibility

of the liquidity-preference function (r) with respect to the interest rate.

Indeed, if the liquidity-preference function weperfectly elasticwith respect to the interest
rate, then every variation in the amount of moneuld be completely absorbed by changes in the
amount of balances held by the pulilicno matter the degree of price flexibility. LiquigHpreference
is said to beabsolutein this situation [see e.g. Tobin, (1947), (1978BYy contrast, if prices were
flexible and the liquidity-preference function was perfedatielastic then any variation in the money
stock would induce price adjustments in the shamt{l and output adjustments in the long-run
[Friedman, (1966), (1970), (1971)].

Big controversy has arisen over this issue amomgauists, due to the consequences to the
effectiveness of monetary policy in stimulating ioaél output and reducing unemployment.
Researchers and policy makers have been accordiigtied into two different school&eynesians
or supporters discal interventions on the one hand, andnetariston the other [see e.g. Modigliani,
(1977), and Tobin, (1981), (1993)].

In fact, assuming that the preference for liquiditgbsolute(or nearly so) Keynesians conclude
that money plays no role in the determination ef thonetary equilibrium and hence, that only fiscal
spending can stimulate the economy to athalinemploymentThis result can be formally obtained in
a context of general equilibrium with the help lné Hicksian 1S-LMmodel [see Tobin, (1947), (1972)
and (1982a), and also Blanchard, (2005), for agmtasion of the I1S-LM model].

Monetarists alternatively claim that monetary pplitbes indeed affect real output. In reaching
this conclusion, they assume that the opposite thgses hold, namely, that prices #exible and
liquidity-preference isnon-absolutel] in such a way that variations in the money stoek @nly
partially absorbed by changes in the balances held at tiregaje level. Price adjustments are then
expected to follow money stock variations in theorsihun. As a consequence, production and
spending can be encouraged in the short-run byasang the amount of money in the economy. In
the long-run, prices return to their original lex;dbut at a higher level of real output.
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For this mechanism to work efficiently, the growéte of prices must be pegged to some fixed
level. On these grounds, monetarists claim thanthgr concern of governments must be the rate of
inflation [Friedman, (1968), (1970), (1971)] and not the levels of output and employment, as
suggested by Keynessians.

A major issue behind thenonetary controversys then the empirical assumption over the
elasticity of the liquidity-preference function witespect to the interest rate.

Let us investigate how the monetary equilibriurdésermined when the preference for liquidity
of the economy is characterised by the optimaldiy principle of Equation (4).

Notice in the first place that if the series of ikalpreturns of national output is described by a
Gaussianprobability distribution withmean return 4 and standard deviationo and people are

neutral to risk (in such a way that distorted are equal non-distorted expectations, i.e.
EH[X] = E[X], [1X)) then the liquidity principle explicitly dependas the risk-parameters:

Nolr)=a®™ 1-r)-pu ©)

where @ denotes the cumulative probability distribution a$tandard Gaussian random variable,
whose mean return and standard deviation are reggplgequal to zero and one.

Replacing Equation (9) into Equation (8) leadshe following alternative characterisation of
the monetary equilibrium:

M =Py @ (1-r)- 4 (10)

Within this setting, the monetary equilibriumt onlydepends on the level of prices, real output
and interest rates, but also on the risk-paramegteesnd 0 describing the series of percentage returns

of nominal output. Accordingly, even if the rateafange of the level of prices is pegged to a fixed
inflation target, the monetary authoritannotset the interest rate by simply controlling theneyw
supplyM.

The conclusion is that neithdiscal nor monetarypolicy can be used alone to induce the
economy to some predetermined equilibrium.

Furthermore, recall that the effects of monetatgrirentions over the monetary equilibrium can
be assessed in terms of gensibilityor semi-elasticityof the demand for cash holdings with respect
to the interest rate, a coefficient that is forpaléfined as:

da, (r

=1 d o) (11)
Ao(r) dr

From Equations (9) and (11) we obtain:

H(r,'u]: -2 r{ ®{i-r J (12)
g —11 I‘ /1

Q

Hence the semi-elasticity function may well be édaainfinite in some cases, or in other
words, the preference for liquidity of the economay well becomeabsolute under certain
circumstances. Actually,

(D_l(l_r) —»g = ] - —®© (13)

The states of the economy when this conditiontisfged are thereby regarded@gtical states
Therefore, although the semi-elasticity functioreslindeed remaistableover a broad set of
combinations of the variabldd, P, y, r, ¢ and g, or in other words, although the economy can be
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well represented by thmonetaristparadigm within a wide class of sates, the econcamyalso evolve
to states wherkeynesiarfears are confirmed and liquidity-preference beesm@bsolute.

As a conclusion, albeit monetary policy can somesiraffectively stimulate national output, it
can becomsuddenlyineffective if certain paths are followed by trewromy.

7. Efficient Markets and Liquidity Crises

Let M andL respectively denote the total supply of credi wertain market of balances and
the amount of funds invested on risk.

The equilibrium in the market of loans is attaingden aggregate outflows and inflows of
capital are equalised. The following relationshipreby describes the market equilibrium when the
series of capital returns of the market portfobddws a Gaussian probability distribution:

M=LO,,(r) (14)

Within this context, thceiiscountfactorA/jvg(r) explicitly represents the rate at which a unit of

investment in the market portfolio is exchangedalynit of capital, i.e. it represents tmarket price
of risk, whilst the interest raterepresents the return accrued by a unit of cajpiaisted in the market
portfolio O or theinternal rate of return on risk

Variations in the credit supply and the amount of funds spent on securities produce two
kind of adjustments in Equation (14): adjustmemntghie price of capitat, and adjustments in the
market price of risk that affect the risk-parametgr and o . In other words, the equilibrium in the

market of balances simultaneously determines thdilegum in two markets, the market of capital
and the market of financial securities.

Two major consequences of the model must be engadthdn the first place, notice that, from
Equation (12), in Gaussian markets the semi-elgsfignction /7 takespositive values under some

combinations of the interest rate and the riskipatars. This means that under certain circumstances

individuals prefer to lendll their balanced] and do not maintain cash reserves at all.
More precisely, we can state that people maintasemes only when the condition

®*(1-r)- /o >0 is satisfied. If insteadd™(1—r) - /7 < 0, individuals prefer to exclusively

rely on capital markets.
The second major consequence is related to thehfacthe magnitude of the semi-elasticity of

the demand for balances is equal to infinite irséhetates wheldD_l(l— r)—,u/a =0. People are

willing to substitute all their risky assets forsbaholdings under such circumstances. These can be
regarded agritical states of capital markets, which can be correspdrtd episodes diquidity
crises Most notably, such critical states can be produnehe middle of dullish trendO i.e. when

the mean return of the market portfoliggigaterthan zero.

Although the possibility of thepontaneousppearance diquidity crisesin the model confirms
a well-known and documented fact, it contradicte imdamental paradigm that has determined the
economic policies of many countries during the tasarter of century, namely, tlefficient market
hypothesis

Recall that thesfficient market hypothesiproposed by Eugene Fama (1970, 1998), states that
the prices at which securities are actually tragdiect all the available (and relevant) informatidn
other words, it claims that financial securitiee atways transacted afair price. As a consequence,
it is impossible tdeator outperformmarkets, and hence, in particular, every kindegjutations and
trading restrictions can only induce marketimgfficientlyallocate resources.

Due to the efficient market hypothesis, many saisolaave convinced themselves that if
liquidity crisesare observed, they still correspond to ithast efficienstate. Others have claimed that
liquidity crises provide evidence that people da behaverationally and hence, thaderegulated
markets do not always arrive to st efficienequilibrium. This assumption is especially appegli
for according to another major economic principtearket prices necessarily refleeconomic
fundamentaldd and it is difficult to accept that sudden contiats of the credit supply are the
reflection of economic fundamentals.
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From the model of equilibrium described by Equatftd), a different conclusion is obtained.
Indeed, notice in the first place that every stdtthe market, including those states relateddoidiity
crisis - when the semi-elasticity functiop is equal toinfinite - represents the decisions taken by

rational individuals, who pursue strategies that minimige total cost of guaranteeing their
underlying security portfolios, as stated in Equat{2). Within this context, liquidity crises prol
no evidence oifrationality.

However, the fact that Equation (14) allows muéiglombinations of transacted capital flows
and interest rates, which are determined by thepasametersy and o, implies thatationality and

deregulationare not sufficient conditions to ensure that mirkieehaveefficiently Within this
theoretical setting, governments and regulatorjpaiites must induce markets (through persuasion
and mandatory statements) to attain those staa¢site compatible with some predetermined level of
economic performance.

We thus arrive to one of the main consequenceh@®fntodel of equilibrium described by
Equation (14), namely, that tlieeregulationof financial markets igiot necessarilycompatible with
financial stabilityandsustainable economic growth

8. Comparative Advantages of the Model and Some Canents on its Implementation

An appealing characteristic of the model presemtetiis paper is its exclusive dependence on
observablevariables, namely: the amount of money suppliedHhgy central bank and the level of
national output, as stated in Equation (10), oeradltively, the amount of funds spent on capital
reserves and risky securities, as stated in Equéti); the level of the opportunity cost of cabitand
finally, the expected return and the standard dieviaof the series of percentage variations of the
level of income. This implies that the liquidityipeiple of Equation (9) can be effectively applied
describe the liquidity demand in any of the ecormaoaintexts previously proposed.

Firstly, at the corporate level, the principle da@ regarded as an extension to the capital
principle proposed by Merton and Perold (1993 ,tkedechnical appendix):

AP = 04w VT (15)

Then the principle of Merton and Perold represargfraight line in the plane of volatilities and
capital proportions, which always intercepts thegiorand has a constant slope. The principle of
Equation (9) also represents a straight line inpla@e of volatilities and capital proportions, tiyh
its intercept and slope are respectively determmethe expected return and the level of the istere
rate. Consequently, a broader range of patternsdeatiescribed with the principle of Equation (9)
than with the principle of Merton and Perold. Inrtgaular, some scenarios are possible with the
principle of Equation (9), when the slope of theita line tends to infinite, i.e. when decisionkees
are willing to exchangeiny amount of capital in response to an infinitesignadmall volatility
movement [Mierzejewski, (2008a)].

Within the more general context of the determinmatib the liquidity preference of individuals,
the superiority of the principle of Equation (9)eowthe liquidity principle of James Tobin (1958) is
demonstrated by the fact that while the former iekp determines the preferred amount of liquidity
provisions as a function of the interest rate,ttethod of Tobin only provides an implicit rule, whi
not always leads to a closed expression.

Indeed, if the expected utility operator were usegquation (2) to represent the price of the
contract insuring the loss of the total portfdlioinstead of the expected value of the excess eflos
then the following equation would be obtained fritva first order condition:

J‘_Au'(x+)l)dFX(x)—u(O)DfX(—A)—r =0 (16)

—00

where F, and f, respectively denote theumulativeand thedensity probability function of the

random variableX (representing the series of percentage returribeofotal portfolio) and where’
denotes the first derivative of the underlying litytifunction. Hence no expression is obtained
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characterising the optimal liquidity principlé except for some restricted class of utility fuoo8
[see Chapter 2 in Mierzejewski, (2008b)].

As demonstrated, among others, by Lucas (2000)Hatahstrom and Tirole (2000), the utility
maximisation approach provides a theoretical basikerive expressions for the money demand.

As stated by Lucas (2000), such demand functionseaassociated witkemi-logandlog-log
specifications that are well known in macroecon@nié/ith the aid of these specifications, the
observed patterns of real balances and interest can be satisfactorily explained. Lucas makes use
of this theoretical framework to produce estimagiofithe gains obtained from reducing inflation.

The model of Lucas, however, depends on variousifspassumptions about the economy and
householders’ behaviolt and also on some non-observable parameters. Besideas regards the
money demand function assteady equilibrium relatignwhich is accordingly associated with long-
term fundamentals, not suited to account for stesrts fluctuations.

Semi-logand log-log representations of the money demand can be alsnetl from the
liquidity principle of Equation (7), as long as tkeries of output percentage returns is respegtivel
assumed to follonExponentialand Pareto probability distributions [Mierzejewski, (2008a)This
means that the model proposed in this paper carateally integrated with the existing literaturfe o
monetary economics. Moreover, it requires of muslielr assumptions than the model of Lucas, and
since it is explicitly formulated in terms of shoerm output variations, it can effectively deseribe
effect of short-term contracts in capital markets.

In other words, although both the model of Lucad e model proposed in this paper lead to
the same demi-logandlog-log) functional relationships of the money demandth@ former setting
the underlying parameteexclusivelydepends on long-term fundamentals, whilst in tter] they
may dependoth on long-term fundamentals and short-term fluctueti(a more detailed discussion
on the subject can be found in Chapter 2 in Mienzski, 2008b).

Holmstrom and Tirole (2000), on the other hand, thee utility maximisation approach to
derive the demand for liquidity of corporationsdddo borrowing restrictions, which is similar fram
broad perspective to the model proposed in thigpaheir model, however, requires of much more
and stronger hypothesis.

Firstly, in the model of Holmstrom and Tirole (2Qd@dividuals only invest in projects with
constant returns to scalé&Jncertainty is then introduced as f®bability of successf the project,
while moral-hazardis represented by the effort that managers exertake better investment
decisions. Notice that in this way bathcertaintyandmoral-hazardare measured by meansrafn-
observablevariables. Additionally, borrowers and lenders assumed to beeutral to risk and
lenders obtain zero profit i.e. they act in a competitive environment.

Finally, liquidity shocks are introduced in the neb@sexogenous eventhat affect the total
benefit accrued by the conglomerate. The magnibfdine shock is distributed according to some
probability distribution.

In the model proposed in this paper, by contrasly observablevariables intervene. Thus,
uncertainty is associated with the randomnessegérmies of output variations, while moral-hazard i
explicitly measured by the level of raised capifalon the grounds of a deposit insurance contract
celebrated by the conglomerate with some insuraoo®any [Mierzejewski, (2008a)].

Within this context, as explained in details in 8@t 7, liquidity shocks arendogenousvents,
interpreted as physical adjustments produced inketsrwith rational investorsl] who seek to
minimise their total exposure. Liquidity shocks ataus corresponded to certagmitical states
characterised by certain combinations of the restameters and the interest rate. The aversiorsko-ri
of decision-makers plays thus no determinant nmol#hé formation of liquidity crises, although itrca
exacerbate its effects under certain circumstafseesChapter 3 in Mierzejewski, (2008b)].

In conclusion, it has been demonstrated that thetheoretical setting presented in this paper
O for the characterisation of the demand for liqyidil can reproduce many of the results
traditionally obtained by means of the utility memsation approach. Besides, sinéewer
assumptionsire required in the new theoretical framework, anly closedexpressions are obtained,
which exclusively depend oobservablevariables, we can regard the new approach sisparior
alternative, both from the point of view of its tnetical and empirical possibilities.
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9. Conclusions

A general theoretical framework has been presdntetlaracterise the demand for liquidity in
different economic contexts.

The major hypothesis advanced in the paper isghaple do facdorrowing restrictionsin
capital markets. Then individuals holding assetthwandom outputs are exposed to imbalances
produced by contingent claims that are transactatine market of deposit insurance.

The model provides a common base to describe thigataeeds of consumers, firms, private
investors and financial conglomerates, as wellhasaiggregate balance demanded by industries and
the economy as a whole. Hence, it can be applidddighe corporate and macroeconomic level.

A unified theory of liquidity is thus obtained, which effeety fuses financial economics,
macroeconomics and actuarial science.

Episodes of liquidity crises, which lack an expléma at the light of classic economic theory
(influenced by the paradigm of perfect competitiand the efficient markets hypothesis), are
meaningfulwithin the new theoretical setting.
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Abstract:

The aim of this paper is to develop an algorithmdalculating and plotting payoff of option strateg
for a portfolio of path independent vanilla and 8gaptions. A general algorithm for calculatingettvector
matrix for any arbitrary combination strategy issal developed for some of the commonly option tgadin
strategies.

Keywords: option trading strategy, payoff, vector, vanilladaxotic option.
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1. Introduction

Hull (2009) discusses the payoffs for long and spositions in Call and Put options by using
algebraic techniques. J.S. Chaput and L.H. Edenn@P003), Natenberg (1994) and Hull (2009)
contain the bibliographies and survey of literatarethe theoretical background of option strategies
for the path independent vanilla and exotic optiensh as European, Bermuda, Forward Start,
Digital/Binary and Quanto options. There are vasiapen source option strategy calculators like
“Option” [4] that only rely on algebraic, analyticand graph superposition techniques to plot graphs
for overall profit/loss. We in this paper develapalgorithm using vector terminology to plot thedi
profit/loss graph of various option strategies.

2.1. Option strategies using vector notation

For a spot priceSat time T and a strike price K, the payoff foload position in call option is
given by Max($-K,0) and the payoff is Min(SK,0) for the short position in the call optionn8liarly
the payoff for a long position in put is Max (Ks®) whereas it is Min (8K, 0) for a short position in
the put option. We can represent a vector payoffirir any option strategy as a 2xN matrix.

Vector Vi Vs, e Vi
Strike Ky Ko | Kq
Price

In the above matrix the strike pricesk, ..... K, for combination of options are in the
ascending order, i.e.,;KK:<.....<K, . The vectorV, can be interpreted as slope of the payoff graph

of option strategy. By default the smallest stikiee is always taken to be zero i.e=R.The vector
is always an integer in the intervabq0) .We can interpret the above matrix in terms opslof the
profit/loss curve obtained for option strategies.

V, ,forK; <K <K, andi <n

slope= .
V,,forK > K, andi =n

Vector matrix for long and short position is given
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Long Position Short Position
V, V, . | Vi -V, -V, -V,
Ky Ko | ... Ka K Koa | ... Ka

Using the above vector notation we can represet &md short position in call option as
under:

Long call Short Call
0 +1 0 -1
0 K]_ 0 Kl

For long position in call, profit/loss curve hasotwlopes 0 and +1 whereas for a short position
the slope of profit/loss curve has two slopes 0-ehd

B onuplot sraph
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Figure 1. Long Position in Call Option
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Figure 2. Short position in Call Option
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Similarly, the vector matrix for long and short ftims in put options are:

Long Put Short Put
-1 0 +1 |0
0 K]_ 0 Kl

For long position in stock, the slope of profitdasurve is +1 and strike price is assumed to
be zero whereas for short position in stock, tlpeslof profit/loss curve is -1 and strike price is
assumed to be zero. The vector matrix notatioivisngas:

Long Stock Short Stock
+1 -1
0 0

When we trade in n units of options using a paldicaption strategy, the entire vector row
is multiplied by n.

n*Vv, n*Vv, n*Vv,
Ky Ky | ... Kn

The data set for a portfolio using n option stregegan be represented as

Strategy 1
Vi Vi2
Kll K12
Strategy 2
V21 V22
K21 K22
Strategy i
Vil Vi2 e Vii
Kiy Ko | ... Ki
Strategy n
an VnZ Vnm
Kni | Kn2 Kom

Note that the number of columns in each optiontegracan be different. We can use the
above-derived vector matrices to form profit/loasdtion for any combination of option
strategies using the following algorithm;

Algorithm

To plot the overall payoff strategy we need thé&ahlY intercept of the strategy apart from
the resultant vector matrix. This Y intercept candalculated using matrices of length greater
than one using the formula
Yint= ¥ (-1*Vector(A[j])*Strike_price(A[j+1]) )
Yint = Yint + Net_Premium_Paid
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Step 1
Forl <« 1tono_of options
For j < 1tolength_of option_matrix
Insert A[j] in Result_matrix in sorted increasing o rder on the basis of
Strike_price(A[j]).

Step 2
Fork < 1tolength_of Result matrix
Vector(B[K])=0
Forl <« 1tono_of options
Forj < 1 to length_of option_matrix
If Strike_price(B[k]) = Strike_price(A[j])
Vector(B[K]) = Vector(B[K])+ Vector(A[])
Elself j < length_of option_matrix
If Strike_price(A[j]) < Strike_price(B[k]) < Strike _price(A[j+1])
Vector(B[K]) = Vector(B[K])+ Vector(A[j])

Else
Vector(B[K]) = Vector(B[k])+ Vector(Al])
Step 3
Forl < 1tono_of options
=1
If length_of option_matrix > 1
Yint = Yint + -1 * Vector(A[j]) * Strike_price(A[j+ 1))
Yint = Yint + NetPremium
Step 4
Fork < 1tolength_of Result_ matrix — 1
Plot line with slope Vector(B[K]) and Y Intercept Y int
between points Strike_price(B[Kk]) and Strike_price( B[k+1])
ypoint=Vector(B[k])*( Strike_price(B[k+1]) — Strike _price(B[K]) ) +
Yint
Yint = ypoint - Vector(B[k+1])* Strike_price(B[k+1 ]
k = length_of_Result_matrix
Plot line with slope Vector(B[K]) between points St rike_price(B[K]) and
infinity

The source code for the above algorithm is writied implemented on VC++.Net 2005
using open source graph plotting utility Gnuplot.

lllustration 1: An investor buys $3 put with strike price $35 asdls for $1 a put with a
strike price of $30. (Example 10.2, page 224 givedull [1])

The above data can be represented as

Buy Put + Sell Put = Payoff(Bear Spread)
-1 0 +1 0 0 -1 0
0 35 0 30 0 30 35

Initial Y intercept is -1#(-1*35) + -1*(1*30) —= 34 =35-30 -3+ 1 = 3

One can use the following form to input the dataisfher option strateg
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(%) Buy Put Option

() BuyStock Mo OF Units |1 |
() SellStock Stock Price | |
) Buy Call Opation Strike Price |35 |
) Sell Call Option Prermium |3 |

O Sell Put Option Add To Partfolio

EBX

) Profit/Loss at Price |

Figure 3. Input Screen

The following is the output of the final payoff obmbination of option strategy in vector

notation as discussed above

] -1
0 30

Weckor PavOrFMatrix

1]
35

Figure 4. Vector Payoff Matrix

The algorithm gives the following resultant prafigs graph of the above combination of
option strategies in the form of a bear put spread.
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I8 gnuplot graph 59(=]]e3]

Payoff Option Strategy

breakeven axis
4 payoffl. =

Profit/Loss
o
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73.6431, -5.57698 Underlying Price

Figure 5. Payoff Graph
The loss is $2 if stock price is above $35 andotiodit is $3 if stock price below $30.

2.2. Some More Complex Strategies
The following are the vector matrices for somehaf tommonly traded strategies:

Long Combo

(0<Ki<Kp)

Sell Put + Buy Call = Long Combo
+1 0 0 +1 +1 0 +1
0 K, 0 K, 0 Ky K,

Long Straddle

Buy Put + Buy Call = Long Straddle
-1 0 0 +1 -1 +1
0 Ky 0 Ky 0 Ky

Short Straddle

The vector matrix of short straddle is negativéhaft of long straddle
+1 -1
0 Ky

Strip

Buy call + Buy 2 puts = Strip
0 +1 -2 0 -2 +1
0 Ky 0 Ky 0 Ki
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Buy 2 calls

0 +2

0 Kl
Long Strangle
(0<Ki<Ky)
Buy put

-1 0

0 Ky

Short Strangle
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Buy put

-1 0
0 Kl
Buy call

0 +1
0 K,

Strap
-1 +2
0 Ky

Long Strangle

-1

0

+1

0

Ky

The vector matrix of short strangle is negativéhat of short strangle. (05KK5)

+1

0

-1

0

Ky

Ks

Collar

(0<Ki<Ky)
Long Stock

+1

0

Box Spread
(0<Ki<Ky)
Buy Call

0

+1

0

Ky

+

Box Spread

Long Call Butterfly

(0<K1<K<Kj3)

Buy Call

0

+1

0

Ky

+

Buy Put

-1

0

Ky

Collar

o

+1

Ky

Sell call

0

-1

0

K2

+

Sell

Put

+1

0

0

Ky

Sell 2 call

0

-2

0

Kz

Long Call Butterfly

0

+1

-1

0

0

Ky

Kz

Ks

Sell call

0 -1

0 K,
Buy Put
-1 |0
0 K,

Buy Call

0 +1

0 Ks
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Short Call Butterfly
The vector matrix of short call butterfly is negatiof that of long call butterfly (0<iKK<K3)
0 |-1 [+1]0
0 | Ki [Ky | Kz

Long Call Condor

(0<K1<K2<K3<Ky)

Buy Call + Sell call + Sell Call + Buy Call =
0 +1 0 -1 0 -1 0 +1

0 Ky 0 K, 0 Ks 0 Ky

Long Call Condor
0 +1 | O -1 0
0 Ki | Ko | Kz Ky

Short Call Condor
The vector matrix of short call condor is negatif¢hat of long call condor (0<KK,<Kz<Ky,)
O |[-1 |0 +1 0
0 | Ky | Ky | Kg Ka4

lllustration 2: Let a certain stock be selling at $77. An invederls that significant
change in price is un-likely in the next 3 montHs.observes market price of 3 month calls as

Strike Price($) Call Price($)
75 12

80 8

85 5

The investor decided to go long in two calls eadth wtrike price $75 and $85 and writes
two calls with strike price $80. Payoff for differtdlevels of stock prices is given as:

I onuplot graph E@@

Payoff Option Strategy

breakeven axis
4 payoff

ProfitlLoss
o
—
N

0 20 40 B0 a0 100 120 140 160 180

96.0794, -2.96912 Underlying Price

Figure 6. Payoff Graph
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Yector PavQrfratrix
0 1 -1 0
0 75 an a5

Figure 7. Vector Payoff Matrix

The profit /loss when stock price is at maturity is

Stock Price($) Profit/Loss($)
65

68 | -1

73

83 1
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Abstract:

Social cohesion is the principal goal behind actlgbour market policies (ALMPs), including those
financed at supra-national level, like the Europe&gocial Fund. In this paper we use NUTS4 level detdhe
local labour market dynamics in an attempt to wedirect and indirect effects of ALMPs. We use dait£2000-
2007 for Poland, while this period comprised botérls increases and reductions in the unemploymatest
Over this time also the financing of ALMPs has bewmeased considerably, transforming both to highe
intensity of ALMPs (wider coverage) and higher egieeness of these activities (increase in pertineat cost).
At the same time, these trends have transmitted lottal context with highly heterogeneous compmsiif
instruments used and actual coverage rates andscge implement seemingly unrelated regressionKRESU
approach to inquire the effects of ALMPs on inflams outflows rates among Polish local labour méske

Key words: unemployment dynamics, unemployment convergend®&Es transition
JEL Codes: J64, E24, P21

1. Introduction

When evaluating the effectiveness of differentiadetive labour market policies (ALMPSs), one
typically resorts to two approaches. Basing onviddial data allows the estimation of the treatment
effect for differentiated instruments, taking irdocount the developments in a control group. The
literature in this field is vast, including, amonthers see: Sciulli (2005) as well as Destefani an
Fonseca (2007) for Italy, for the US or for Germanhis approach requires not only relatively
detailed micro-level data, but also observing imdlials after the completion of activisation
programmes, which most transition countries lacgéneral.

The latter approach focuses on regional data idst€he obvious shortcoming is that either
quite strong assumptions need to be made concetimindistribution of unemployed among regions
(essentially imposing homogeneity during the ediibmaprocedures), or one needs relatively large
datasets and considerable heterogeneity to sustaierpinnings for policy implications of the
finding§. On the other hand, an extensive theoretical freane for the effects of ALMPs on
employment has been developed by Calmfors (1994, racently in a stochastic framework by
Lechner and Vazquez-Alvarez (2086)s stated by Hagen (2003), raising the efficieatynatching
process is usually regarded as the main aim of AEMIAd can be reached by adjusting the human
capital of job seekers to the requirements of flir market and by increasing the search intensity
(as well as search capacity) of (former) programrpesticipants. These aims are especially
pronounced in transition countries with large stited mismatches.

In this paper we use NUTS4 level data on the Itadadur market dynamics in an attempt to
verify direct and indirect effects of ALMPs. We ugata for 2000-2007 for Poland, while this period
comprised both stark increases and reductions énutftemployment rates. Over this time also the
financing of ALMPs has been increased considerdtdansforming both to higher intensity of ALMPs
(wider coverage) and higher extensiveness of thesegities (increase in per treatment cost). At the
same time, these trends have transmitted into kmatext with highly heterogeneous composition of
instruments used and actual coverage rates argl cost

! Furthermore, regional data rarely allow measutirgscale of some negative indirect effects lileplicement,
substitution or redistribution effects.

% See also Calmfors and Skedinger (1995) as wellahmifors et al (2002), while the empirical applioas were
extensively evaluated by Petrongolo and Pissa(2{e31).
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Under the conditions of stark unemployment ratgalisies — as is the case of Poland —
convergence necessitates that higher unemployrantegions need to be characterised by relatively
higher ratio of outflow and inflow rates. The algom allocating ALMPs financing across regions
favours more troubled local labour market, givingramium to higher than average unemployment
rate, number of unemployed and worse than avetagetiwe of unemployed (e.g. share of long-term
unemployed). If the ALMPs were efficient, we showdserve positive impact on outflow ratios,
while for the convergence it would be necessary itiflow/outflow ratios improve in more deprived
regions. We have therefore two empirical aims:véjify whether the unemployment dynamics in
more troubled regions permit catching up and @$es whether the ALMPs actually contribute to
alleviating the local labour market difficulties.oTthis end, we implement seemingly unrelated
regressions (SURE) approach to inquire the effet®8SLMPs on inflows and outflows rates among
Polish local labour markets and compare the outfidiew ratio with a benchmark constructed as a
counterfactual in these regressions.

The paper is organised as follows. In the nexiceete briefly review the literature concerning
ALMPs as well as transition. In section 3 the ditwain Poland and data are presented, while Sectio
4 discusses the method and the results. In thduating section we derive policy implications of the
findings.

2. Literature review

Unemployment dynamics at local level has receiveldtaof attention from the academia.
Buettner (2007) compares empirical evidence ororegilabour market flexibility in Europe (but uses
different aggregation levels for different coungtigvhich makes the results weaker). Marelli (208%1)
well as Huber (2007) provide an overview of similas and differences across European Union
regions. In particular, it seems that CEE counteghibit higher regional wage flexibility, Buettner
(2007). At the same time, despite phenomenal nig@ratemerging after 2004, labour mobility is still
assessed to be low (Kaczmarczyk and Tyrowicz 2008)je Fihel (2004) demonstrates that
effectively in the local scale unemployment is sighificant as pushing factbin the case of CEECs,
the role of transition processes may indeed s8llsignifficant, Svejnar (2002a), while growing
average job tenure as well as average time spamtdamployment or inactivity, Svejnar (2002b) were
characteristic.

On the other hand, transition commenced in Polart®B9, while after a decade another wave
of massive unemployment sprung. While it is pogsibiat some enterprises might have avoided the
pains of restructuring in the early 1990s and vieegitably following these steps in the second pért
this decade, typical market economy processes wkeady at play. These were indicated by
educational boom (Poland has second highest tertucation enrolment rates, after South Korea) as
well as vanishing premium to being employed in iggte sector, as argued by Saczuk and Tyrowicz
(2009).

The effects of ALMPs in a transition context haxeei analysed already in mid 1990s, albeit
with scarce data: including Boeri (1994), Lehma@98), Burda (1996), Géra, Lehmann, Socha, and
Sztanderska (1996), Kwiatkowski and Tokarski (19979 Puhani (1999) as well as summary by Dar
and Tznatatos (1999) as well as Martin (2000) adtill and Grubb (2001)Typically, unlike micro-
level studies, the findings were rather discourgdimterms of value for money or sometimes even
lack of visible ALMPs effects. Frequent defenceuangnt bases on the fact that some ALMPs effects
take longer to appear or may not be discountedhenperiod of labour market contraction but will
eventually boost employment with the change ofriess outlooks.

Vodopivec, Worgotter and Raju (2003) review alse ¢iffects of the passive component of the
labour market policies, finding some expected negaspillovers and interrelations between active
and passive labour market policies. While a newewaf research sprung recently, incorporating
Balkan and CIS countries with the availability oo\l Bank labour market surveys, the findings of

% All these issues have been surveyed, among otiwetduber (2007)
* The principal studies are reviewed in Munich, 8aejand Terrel (2000)
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the post-transition period are only slightly moiscduraging. e.g. Vroman (2002), Godfray (2003),
Betcherman, Olivas and Dar (2004), Hujer, ThomsehZeiss (2006), Fares and Tiongson (2807)

In the empirical literature of unemployment ratearmlcteristics, one can find a number of
differentiated approaches towards the unemploymaté dynamics and persistence as well as
distribution, according Decressin and Fatas (19@®)stfeld and Peri (1998) or more recently,
Armstrong and Taylor (2000). Perugini, Polinori aBifjnorelli (2005) use NUTS2 level data and
inquire the regional differentiation of Poland ataly. Marelli (2004) focuses on specialisation for
NUTS2 EU regions with tripartite desegregation (@sigial, agricultural and service sectors), but
analyses predominantly income and economic conwemgeand not explicitly the underlying
fundamentafs In principle, however, convergence is necessitielatively more favourable
inflow/outflow ratios in relatively more troublecgions, which constitutes the main angle of this
study. Theoretically, this approach builds on a etadeveloped by Lechner and Vazquez-Alvarez
(2005), which introduces exogenous — and poteptadlymmetric — stochastic shock at the labour
market into individual choices of effort and adtvin the environment were skill improving costless
training is available.

3. Data and the context of Poland

Transition from a centrally planned to a marketreeoy typically involves massive layoffs and
economic slowdown inhibiting vivid job creation, @kowska (2006). The situation in the early 1990s
in Poland was no different, with unemployment ratxeasing to the thresholds of above 10% in just
two years and since then never fell below, Figuréhtere are some fundamental characteristics of the
Polish labour market. Firstly, high unemploymenbdieved to have a structural character. Almost
70% of Polish unemployed have primary or vocati@talcation only, frequently outdated professions
or no longer applicable skills. Moreover, some sysv/suggest that even roughly 50% of these
individuals are reluctant to upgrade their quadifions, Tyrowicz (2006).
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Figure 6. Unemployment rate evolution in Poland, 1990-2009

Professional and geographic mobility is very lovhiles transitory migration of approximately
1 million Poles to Ireland, Sweden, Norway, Germak)K and other EU countries concerns

® In addition, subsequent to the Hartz reforms imn@my there has been many studies, also at regievel
exploring the effects of these policies, includemmong others Hujer, Caliendo and Thomsen (2004)lag.s
Schneider, Uhlendorff and Zhao (2006) and manyrethe

® Overman and Puga (2002) perform conditional kedieelsity analyses of European unemployment rakésgta
into account the distributions of underlying fundartals (eg. the skills, the regional specialisatisrwell as the
growth rates of population and the labour forcdsoADE but in a different framework is applied bByrowicz
and Wojcik (2007) for Poland and Tyrowicz and Wkj(2009) for Czech Republic and Slovakia.

" In 2003 new national census data were made al@ilalhich revealed lower size of population andolab
force, thus leading to updating upwards the uneympént rates by roughly 3 percentage points. Unfately,
these were recalculated backwards only for 200B320Mational level and 2003 at local level. Fdisaquent
computations, we have filtered the post Jan2003 tlatavoid difficulties in statistical interpretati of the
findings. Moreover, most of the variables usedhe study are referenced to the number of unemplayex
local labour market rather than the unemploymetat r@donsequently, the potential contamination efdataset
seems to have limited impact on the quality offthdings.
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predominantly those aged under 30 years old (808d) with relatively high skills (17% with a
university degree). Long term unemployment ratehis highest in EU (currently app. 10%, EU
average falls short of 4%). Employment in agriawtstill exceeds 17%, which is extremely high by
European standards, while half of the registeredmyptoyed live in the rural areas. In addition,
forecasts concerning the agricultural sector adauggest, that due to increasing productivitygddan
over-employment in this sector will soon transfamde factounemployment and/or premature labour
market exits. Thus, low skills, low mobility andamssive employment in the agriculture are the main
structural traits of the labour market problem&atand.

Finally, this is not high unemployment that creates main labour market challenge, but low
activity and employment rates (currently at 56%, lttwest in EU25). Not only does this phenomenon
hinder the economic growth processes, but als@kssecurity imbalances are reinforced (low number
of working in comparison to social transfer recipig. Currently average exit age falls short of 58
years (with legal ages of 60 for women and 65 fenjnwhile employment rate for 55+ age group
amounts to only 28% (55 till retiremede iur@. High unemployment rate among young workers
(34% for workers fewer than 24 years) and highestdgr gap in the 25-29 age groups suggest that
entering the labour market — and commencing an &fiu- is particularly difficult.

All these data show, that labour market policigsrded on stimulating employment rate should
focus on activisation of youth (both male and feshalemale returnees (especially with none oelittl
professional experience) and retaining 50+ and &3e groups. These is reflected as of 2004 in
legislation, which specifies these groups as marmerable and requiring support from public
employment services. Naturally, to assure effigienihese policies should evolve in different
directions depending on additional conditions, taggeted group living in the rural areas, etc.icwh
is not explicitly imposed by legislation.

On the contrary to the low employment and high ysleyment rates, unregistered employment
is of significant proportions, especially in theseaof seasonal workers and supplementary income.
With high tax wedge, low skilled positions are pararly strongly bound to demand unregistered
labour. This is an important context for ALMPs eiéincy for two main reasons. First, re-training in
these domains may in fact be counter-effectiveabse unemployed after the programmes would be
expected to assume positions with remuneration eoalge to their pre-training shadow income.
Secondly, some of the workers may find it more fieia to remain at relatively low compensation in
the shadow economy than to exhibit considerablartetid improve skills, because their net increase i
remuneration might indeed be low. This last effeaght be especially pronounced in the periods of
labour market tightness. On the other hand, mievell evidence suggests that on average workers in
the shadow economy receive compensation lower thein counterparts with formal employment
contracts, Cichocki and Tyrowicz (2009), which gsito labour market segmentation and exclusion
as important labour market governing rules.

3.1. The means of ALMPs

In Poland, Public Employment Services (PES) isrtfaén actor in defining and implementing
ALMPs. They are subordinate to the public admiatghn (at both regional and local level), thus
being only marginally responsive to central pobciether than general legislation changes. They
struggle with underinvestment both in terms of Fdan terms of HR (employment officers and
managers constitute only 29% of the PES employ&espaverage there are 1600 unemployed per one
job broker and over 4600 per one job counsellor.

ALMPs are financed from the Employment Fund (andasm financed passive labour market
policies), which originates solely from employemntriibutions, currently at 0.22% of GDP (with the
benefits its 0.8% of GDP). Poland is the only coumm Europe with no budgetary contribution to
ALMPs. At the same time, ALMPs instruments are higtegulated. They comprise subsidised
employment (public work schemes — despite their lefficiency, strongly preferred by local
authorities — and public service employment), atib training and scholarships for youth, specific
and general training (including the ability to ngate on the labour market). Finally, there are also
instruments supporting self-employment (micro-euise development) and a subsidy for creating
new jobs. As of 2004 European Social Fund meansised for employment policy as well, which
allowed increasing the ALMPs spending from roudgplN 0.4bln to PLN 2.2bln over a decade 1997-
2006, approximately by 30% annually, while the pmipon should continue in 2007 — 2013.
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Figure 7. The heterogeneity in the use of instruments by PE®land (average over 2086)

Increase in financing has been accompanied by ahgutige instruments to be used as of 2004
albeit in an extremely heterogeneous way. Figur@r@sents the correlation matrix for basic
instruments. Visibly, there seems to be large difiéation in the use of instruments as well agale
coverage. Across NUTS4 unitpdviaty coverage ranges between 5% and 45% of the ungatlo
population. With particular instruments, there Isoaa considerable heterogeneity, while it is not
necessarily true that in regions with higher cogereates, all instruments are used more extensively
Importantly, the decisions about the use of insemts and coverage with reference to particular
groups are at the discretion of a local labour miaddfice, while the overall budget is the main
constraint. NUTS2 authorities, who allocate fundimgmong NUTS2 units sometimes — but not
universally across Poland — require commitmentoimes minimum achievement levels in particular
groups, but no targets are set. Thus, it seemgltieato the institutional design, endogeneity betwe
the characteristics of the local labour market AbMPs financing should not be a big issue.

On the other hand, financing of ALMPs is distrimiteo NUTS2 regions according to an
algorithm, which gives a premium to regions witlghér than average number unemployment rate,
number of unemployed and worse than average steuciiunemployed (e.g. share of long-term
unemployed). Consequently, the algorithm favoursemmoubled regional labour market, while
NUTS2 level authorities frequently replicate thigagithm when dividing financing to NUTS4 uriits

High variability of both coverage and instrumengsdi— both the growing trend across time and
the differentiation across regions — utters PE®petidence. On the other hand, unemployment rate
evolutions across local labour markets are vergrogeneous too and with some steady and stark
disparities. Tyrowicz and Woajcik (2007), using kelralensity estimates, have demonstrated that the
distributions of unemployment rate are essentiafigffected by general labour market trends, while
Tyrowicz and Wdjcik (2009) employed stochastic cengence concept and found that the effects of
initial shock do not fade out at all in the casenafjority of Polish local labour markets (while yhere
less persistent for Slovakia and definitely fade éor Czech Republic NUTS4 units). This

8 In the case of on-the-job-training (OTJ trainirig) the youth, the share is specified by the nundfernder
25/27 years of age in this form of programes wéference to the number of youth registered as uloyeqb.
The 25/27 years of age boundary is conditional ducational attainment — for university graduates i27
years, while for everyone else it is 25 years.

° Only as of mid-2004 reporting includes the usafjmstruments and particular expenses allocatetifterent
ALMPs. Therefore, in the remainder of the papereméver we demonstrate the instruments separately, i
represents an average of instruments usage ov@rfad@ach NUTS4 unit (poviat). In the regressiayeneral
estimates of coverage and expenses are used, wibowolling for different instruments, as this wld narrow
the sample to only three years.

1% Detailed histograms of the instruments usageeperted in Appendix of this paper.

1 NUTS2 level labour offices (regional labour offiyelo not implement any labour market instrumengither

passive or active
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heterogeneity on both ends might indeed be caeseh(with potential reverse causality), while the
channel to best explore the potential links isdigiothe inflows and outflows rates.

3.2. Inflows and outflows

Also the inflow and the outflow rates demonstratghtvariation, both in time and across units,
Figure 3. With reference to inflows and outflowsrfr the unemployment pool, little analysis has been
done so far at a local level, namely due data ages. The importance of inflows and outflow rates
for the determination of local unemployment rated their convergence cannot be overstated, while it
has also been recognised in the literature. Fampleg Newell and Pastore (1999) argue that ités th
hazard of job loss differentiating for employeeshwonger tenure that drives the regional diffeemnc
over the period of 1995-1999. Unfortunately, these wata for the former administrative structure,
which forced them to essentially resort to 49 NUT&&I, which at the time was not a policy relevant
level. As of 1999, 380 NUTS4 unitpdviatg were established, while policy is actually impknted
at this level. The main reason why this differeitia is important for the analysis of ALMPs is that
NUTS4 units do not exhibit any convergence whatspey NUTS2/3 nor to the national average over
the 1999-2008 period, Tyrowicz and Wdjcik (2009efefore, aggregation of data actually blurs the
picture and may sometimes lead to misleading r®sult

Importantly, the ratio of inflows and outflows seerfairly stable across time. It has been
observed at aggregate level that inflows/outfloateorhas been fairly constant throughout most ef th
period. Strawinski (2008) demonstrates even usigodr force survey data that flows into
unemployment do not reproduce the dynamic pattebserved in the unemployment rate, while the
only flow that exhibits these dynamics is the am¢hie opposite direction. Also, throughout the renti
period, inflows have been larger than outflows, levtthis finding from the aggregate level seems to
hold also universally across all NUTS4 units.

2000 2001 2002 2002

o

wy
i

T T
.05 1

2004 2005 2006

Mean annual inflow rate (for each poviat)
[=]

T T T T T T T T T
0 as 1 0 .05 10 .05 1
Mean annual outflow rate (for each poviat)

25
5
24

4
18

15
}8wp e puejogd uljuswholdwaun

Mean inflows/outflows ratio
2 3
12

.05
1

o 4

T T T T T T
ol
1933 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 1998m1 2000m1 2002m1 2004m1 2006m1 2008m1
I outfiowrate [ nfiowrate [ Unemployment rate

Mean inflows/outflows ratio

Registered unemployment in Poland at time t

Figure 8. Aggregate (upper) and ppoviat (lower left) inflow and outflow rates as well aglow/outflow ratios
(lower right)
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Importantly, heterogeneity seems to shrink in teaqals of worse labour market outlooks and
expands over the up swings in the cycle. Notwithditag, the values of inflows/outflows ratio
throughout the entire period have been extremely bolatile and stable. Volatility is visible in
extreme seasonality of this variable, ranging betwé& and as much as 5 over 2000-2002. This
extreme range lowered slightly with the general iompment in the labour market outlooks, still
however reaching even the level of 2.5-3 in thetevirmonths. On the other hand, despite these
improvements, lower boundary remained at constamtllof slightly above unity. This stability
demonstrates that even “in the good times” avenad® implies equalisation of inflows and
outflows™. In other words, catching up would only be possitilhigh unemploymenpoviats had
lower ratios as opposed to the more those in gliyerere favourable situation who should be
characterised by higher ratios. This prediction Wwé tested with the use of actual as well asditte
ratio values.

To summarise, we use an extensive dataset for 8B6hANUTS4 units over the times pan of
2000-2007%. Data come from the monthly reports of local laboffices to the Ministry of Labour and
Social Affairs and is not available beyond theseetboundaries. We matched these reports with the
registered unemployment rate statistics providesd ahonthly by the Central Statistical Office at
NUTS4 level (equivalent to the administrative avealer the influence of particular labour offitfe)
Based on the raw data from monthly reports we ltavstructed a number of variables measuring or
proxying the processes of interest. Unfortunatelg, were unable to use detailed data on the use of
particular labour market instruments, because thathis respect is only available for the last two
years of the sample, which would limit consideratibly scope of this study.

4. Methodology and results

We have two empirical aims: (i) verify whether timeemployment dynamics in more troubled
regions permit catching up and (ii) asses whetherALMPs actually contribute to alleviating the
local labour market disparities. We approach tigsblems by analysing inflows and outflows rates
as well as the interplay between the structuralditimms, active labour market policies and the
inflows/outflows ratio. The empirical strategy mhg summarised as follows. We first inquire if —
controlling for structural characteristics — hetgoeity of outflows rates is affected by the
heterogeneous use of ALMPs across local laboucaxfin Poland. We measure the ALMPs by
coverage (the share of unemployed in any formestiment), intensity of treatment (the average cost
of treatment per one person in treatment) andxitsnsiveness (the average cost of treatment per one
unemployed). All these measures are construct®&ldiS4 level for each month of 2000-2007 time
span. Naturally, because these are relatively figfuency data, past ALMPs spendings might affect
the current outflows rate. Therefore, we have thiced the last variable proxying for the use of
ALMPs, namely the share of spending by this pal@icNUTS4 unit in the national ALMPs expenses
as of January of the particular year up to eactse@mutive month. To avoid the problems associated
with the presence of large and small poviats instm@ple, we have scaled this variable by the imvers
of the share of unemployed registered in this paldr local labour market in national unemployment
pool.

Except for estimating the outflows equation, weemt to obtain a counter-factual
inflows/outflows ratio, which necessitates the setregression. To this end, we implement seemingly
unrelated regressions (SURE) approach. There arartain motivations for use of SURE. The first
one is to gain efficiency in estimation by combgimformation on different equatiolis SURE is
based on the idea of a set of equations, wherditierbances are correlated across equations,rin ou
case: local labour markets. Various methods haee beployed to estimate such a set of equations in

12 1n principle, this necessitates that the eventedlctions in the unemployment rates are an etfetigher
labor market exits (to inactivity) than entrieoffr schooling or inactivity).

3 In fact, some of the NUTS4 units were only estigid as of January 2001, by separating cities lagid t
surroundings into separate administrative unitsagequently, the number of units increased from lbug50
to 380. In fact, our dataset contains approximati&d® units, because after the separation two distinits
should be analysed for the differences in unempulay@racteristics and labour market opportunities.

 This is a unique dataset and is used for thetfirs, to the best of our knowledge.

15 Zellner (1962) provided the seminal work in thiea and a thorough treatment is available in thektby
Srivastava and Giles (1987). A recent survey cafobed in Fiebig (2001).
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an attempt to exploit the information in the coatetl errors, either contemporaneously or
autoregressively, in order to achieve greateriefiicy in the estimates. If two estimated equatimes
linked by the potential correlation in their stardlaerrors, typical OLS estimators will remain
unbiased and consistent for each separate equitibhecause the approach ignores the correlation o
the disturbances the estimates will not be efficiém this particular case — due to the considerabl
heterogeneity of analysed units, efficiency ofraators is actually a matter of concern.

In the first stage we estimate the following syste#raquations

INFLOWS, = a’i'N + " 0%, + y”\‘l‘li’t +&,
OUTFLOWS, = a’ioUT +p% 02+ y>n i1t 5ic,1UT

where 2, . denotes structural controls, including unemploymeate (both national average and local

one), share of youth, females, long-term unemplamai those who live in the rural areas in the pool
of unemployed registered poviati at timet. Similarly, 1, . denotes policy variables, i.e. coverage

(share of unemployed in any treatment), intensityef(age cost per treated) and extensiveness
(average cost per unemployed) of ALMPsviat i at timet. As has been suggested earlier, there
may be also a kind of “cumulative” or long-termeaff of ALMPs, which necessitates the inclusion of
the share of spending by particupmviat i at timet in national spending since the beginning of each
year. Including national average in the model plingsrole of time fixed effects. At the same time,
model comprises unit fixed effects (dummies forhgaavial). Equations were estimated with the use
of iterated SURE, which essentially employs maximikelihood estimator instead of a standard OLS
in each of the equations. Results are reporteciierl.

Table 1.Estimation results

Models ISURE (MLE)
Equation Outflows Inflows

Variables (2) (2)
National unemplo [ 0.000505*** -0.00051***

(5.59e-05) (8.18e-05)
Unemployment inpoviat i at time t -0.000122*** -0.00025***
(1.19e-05) (1.75e-05)
Lagged inflows rate 0.547***

(0.00560)

Spending per treated 0.000206

(0.000555)
Spending per unemployed 0.00134***
(0.000452)
Share of unemployed in treatment -0.00102**
(0.000456)
(0.0348)
Share of unemployed living in rural areas -0.00340***
(0.000614)
(0.0106)
Share of unemployed under 25/27 0.0165***
(0.00165)

Share of unemployed over 50/55+ 0.00733***
(0.00157)
Share of long term unemployed -0.00829***
(0.00251)
Share of females 0.0220***
(0.00250)
Lagged share of females 0.0737***
(0.00283)
Lagged share of elderl 0.00916***
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(0.00229)
Lagged share of LTU -0.00745***

(0.00128)
-0.0190%**
(0.00237)
-0.000333

Lagged share of youth

Lagged share of living in the rural areas

(0.000925)
(0.0154)
(0.00558)
(0.00202) (0.00249)
Observations 22152 22152

R-squared 0.446 0.497

Breusch-Pagan test (HO: independence Rejection

Source: Own computations based on local PES monthly repgortMLandSA over 2000-2007. ***, **
and * denote significance levels of 1%, 5% and X8%pectively

The performance of inflows equation is better tf@rthe outflows, while both included lagged
values (ADL specification) to immune the estimatofghe potential hysteresis and persistence. All
structural variables prove significant and haveeekgd signs. Rurgloviatsare characterised by lower
outflow rates (less dynamic labour markets), wirlidow rates do not seem to be affected by the
character of the local labour market. Higher sledrenemployment among the youth and low-skilled
coincides with higher outflow rates due to facttttygically dynamic labour markets exhibit more
demand for labour, leaving in general less peopteout employment opportunities. Consequently,
the share of youth and low-skilled among the uneygad needs to be relatively higher. This is
consistent with finding a negative estimator of #mare of long-term unemployed, since with the
growth of this population among unemployed there kss chances of effectively putting PES
beneficiaries in employment. Please, recall thatiaw rate figures were on average relatively low,
approximately 3.7% each month with the minimum @206 and a maximum of 16%.

As to the inflow rates, past structure seems ta peetty good predictor of the future inflows.
Namely, lower shares among youth and LTU — bothetating with better employment opportunities
— are associated with lower inflows. Similarly, inég shares of people without skills and those who
live in the rural areas seem to be positively dateel with higher future inflows into employment.
These phenomena have been addressed by resedegerglarody and Poleszczuk, 2008) and are
believed to be linked by the “inheritance of unemyphent” typical for some regions of Poland.

The results for policy variables are not speakimdavour of ALMPs efficiency hypothesis.
Namely, intensity of treatment remains consisteirtiignificant irrespectively of specification. Bhi
suggests that high-cost treatments (e.g. trainidg)ot seem to result in higher outflows ratese Th
accumulated effect is significant, but in fact nega— the more financing a particular region reesj
the lower the impact on outflows into employmenktdasiveness measures are significant and
positive; suggesting that availability of fundswadty plays a positive role. At the same time, cage
is not significant — it does not seem to be “angdgramme that matters. All in all, these resultsidb
seem to confirm the hypothesis of the overall ALM#8ciency. However, one could raise many
doubts as to the reliability of the policy estimatin this equation. Namely, the accumulated effect
may go beyond one year, while poor performanceotity variables may also follow from the fact
that units are so heterogeneous in their strucamdghe use of instruments.

To this end, we have saved the predicted valuésfloivs and outflows rates and computed a
“fitted inflows/outflows ratio” for eactpoviat i at each timet. More specifically, we have included

only structural variables in the outflows equatimo [1,, variables), which permits us to obtain a
counterfactual outflow rate, had there been no AsNtRplemented. This obtained ratio is in some
cases higher and in some cases lower than thel atfiosvs/outflows ratio. Below, using graphical

analysis, we demonstrate whether the over/undemmeaince of the fitted ratio coincides with the use
of ALMPs. Please note, that we do not actually jotethe ratio, but separately in the SURE
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framework the inflows rate and the outflows ratédeTratio is computed based on these two
predictions, which implies it may be contaminated Iy one but by two error terfisBy subtracting
from the actual ratio the “fitted” one, we have stncted a simple measure which shows
over/underperformance relative to a counterfadbeachmark. Namely, for the negative values of this
“residual”, we can state that actual ratio has Hewr (i.e. labour market performance better),levhi
the fitted value which is conditioned only on stural and macroeconomic factors is less favourable.
Conversely, positive values of residual indicate tictually local labour market performed worsentha
the model would have predicted. The purpose ofakeéscise is following: if we can demonstrate that
the negative values of the residual are associatddthe use of ALMPs, we find indirect positive
effect of activisation efforts by PES. In other d®rwe seek negative coefficients on policy vadabl

in the “residual” regression. This question is &gghed both graphically and by a robust panel data
fixed effect model. More specifically, we estimé#te following equation:

RESIDUAL, =a; + 5 Iz, + M, + &,
with the notation used before. As control factersXi ; we have included national and local

unemployment rate and structural characteristid®e Todel was estimated as OLS with robust
standard errors, as panel-corrected heteroscetiasticd autocorrelation consistent standard errors
and as GLS. Results are reported in Table 2.

Table 2.Indirect effects of ALMPs on local labour marketsformance

Variables (1) (2) ©))
Local unemployment rate -0.0254**  -0.0141***  -0.0117***
(0.00571) (0.00113) (0.00330)

National unemployment rate 0.0155** 0.0177*** 0.238***
(0.00786) (0.00541) (0.0589)
Included Included Included
Structural controls and and and
significant  significant  significant
Spending per one unemployed -0.662*** -0.134***

Share of spending in total national ALMPs spending -56.49*** -19.36***

Share of people in any treatment 0.270*** 0.230***

Spending per one person in any treatment 0.114**

(0.0553) (0.0537) (0.427)
Observations 22 827 22 827 22 827
R-squared 0.26 n.a. 0.30
X? statistic 47.01 661.47 11.07
Method of estimation FE OLS FE GLS FE PCSE

Source: Own computations based on local PES monthly repmrtMLandSA over 2000-200Note
panel-corrected standard error (PCSE) estimateslifi@ar cross-sectional time-series models wher th
parameters are estimated by Prais-Winsten regresSi€@SE estimation allows effectiveness even in the
presence of AR(1) autocorrelation within panels anass-sectional correlation and heteroscedastiitpss
panels. Robust standard errors reported. Year dammignificant (not reported, available upon retjues
Structural estimators included but not reportedqilable upon request, individual effects includedt bot
reported. Constant included but not reported. ** and * denote significance levels of 1%, 5% anoPd
respectively

16 Appendix presents the graphs (by year) of theahotarsus fitted ratios. There do not seem to bgela
discrepancies in the relation between them acioss, which implies the model captures large swimgthe
labour market outlooks we observed over the andlpseiod.
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Results are fairly consistent, although the pertoroe of PCSE estimator is lowest, while the
relatively large size of the standard errors mad@se of the variables insignificant. Still, thersg
and the order of magnitude remain unaffected byntle¢hod of estimation. While positive indirect
effect of ALMPs on local labour markets performameauld require the estimated parameters to be
negative, only extensiveness measure (spendingrgeiunemployed) and long-term effect measure
(share of spending in total national ALMPs spenfiiiad) short of zero. Both coverage and intensity
measures have positive sings. While for the twelaheasures graphical analysis provides no further
insights, the reliability of the first two is someat undermined. Figure 4 scatters the policy messur
against the actual values or residuals acrossaimi@oviats Namely, the negative coefficients found
on extensiveness and accumulated variables seéwthdollow from a small group of outliers with
very high values of these predictors. Most of thetsdare spread flat with heterogeneity
understandably increasing in the proximity of Oues for the residual. Graphical inspection does not
seem to reveal any actual difference between tbegtaups of measures in Table 2.

.02 .03 .04

Spendings per one person in unemployment
.01

Share of spendings in total national ALMPs spendings

0 K
Actual ratio minus fitted ratio Actual ratio minus fitted ratio

Share of people in any treatment
4
Spendings per one person in ANY treatment

0 - 0
Actual ratio minus fitted ratio Actual ratio minus fitted ratio

Figure 9. Indirect effects of ALMPs on local labour marketfpemance

Summarising, the literature traditionally assuntes tiversification of the use and coverage of
cohesion policies provides sufficient variationderive conclusions regarding the effectiveness of
cohesion efforts. Our main empirical purpose heas to inquire the whether convergence may be
achieved with the use of ALMPs by inquiring theeetf of ALMPs on outflows rate (directly) and
inflows/outflows ratio (indirectly). We used poliaglevant NUTS4 level data, since actual labour
market policies - with special emphasis on thevaatines - are performed at exactly this level. Time
span in this study allows covering both the up teddown cycles in labour market conditions, which
guarantees that the results are not trend driven.

We found that even if statistically one can dematet the relevance of ALMPs for
unemployment disparities alleviation, these resafiesnot reliable (dependence on outliers) andtpoin
largely to the inefficiency of ALMPs implementatiam the local level. Neither coverage nor the cost
of treatment affect significantly outflows rate.éyhremain insignificant when the indirect approach
used as well. We confirmed significance (and adgsigns) on the extensiveness and accumulation
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measures (average cost per unemployed and shgpemding in national ALMPs spending), but these
proxy more for the finance availability than foethctual policies. One could derive a conclusi@ th
local PES with more resources tends to over perfimenmajority, but this conclusion is weak in a
sense that the means of over performance (highesrage or higher cost of treatment) were not
confirmed empirically.

5. Conclusions

Transition economies typically experienced rapidwgh of the unemployment rates due to
profound restructuring. Naturally, these procesdterted local labour markets asymmetrically, since
regions were diversified with respect to industoynposition and economic outlooks. Tyrowicz and
Wojcik (2009) demonstrate that diverging unemplogtn@ates’ patterns seem nested in the data for
transition countries. This paper demonstrates thath of the observed effect currently may be
attributed to the lack of ALMPs effectiveness, net the consequence of transition hardship, bt th
mistakes made right now.

Financing ALMPs plays an important role in imprayithe management of ALMPs in general.
There is still a lot to be done to assure send#ileur market interventions in order to appropfate
respond to the key labour market difficulties ahdllenges, not allowing any important risk groups t
fall out of the horizon. Thus, one has to deriveatosions from the experience of implementing
ALMPs so far by approaching the following issu¢seems that one can attribute these findingseo th
usual suspects found frequently in the literatdyiility to diagnose and forecast in a longer-term
perspective taking the view of differentiated greuj@nd stakeholders!) on the labour market is
especially viable in local context, thus providiaghallenge for PES, but also to local authorities
well as some other institutions that can affect leynmpent policies. Creating framework for mutual
responsibility in labour market policies shareddifferentiated stakeholders (local authorities, PES
educational institutions, employers, NGOs, etcjreekey but also difficult. From the other end, ¢her
seems to be a need for the programming of the fabmarket policies with the orientation to
efficiency. The urging need for individualisatiam projects and labour market services in general is
crucial for efficient treatment. In general, ALMPged to be put into management-by-objectives
framework. Finally, diversity of risk groups neetts be reflected in the diversity of tools and
instruments — problems and challenges of the Pltstur market are highly differentiated.

All these problems need to be viewed in core-pempldichotomy with special focus on rural
areas. All these conclusions and recommendationg po the direction of making better use of
ALMPs financing in employment policies as well asreasing the efficiency of ALMPs.
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Abstract:

This paper takes the form of an event study sudmgnthe current financial crisis. It proposes a
theoretical relationship which can be used to mddaditional carry trade crosses on a daily retupasis as a
negative function of equity returns and a posifiwection of market volatility. In order to test shiheory, an
Arbitrage Pricing Theory framework is adopted whishused to estimate the factor betas of carrydrambsses
with respect to equity returns and market volatilitt is shown how the variation in the currencysses
explained by the functional relationship as wellthe estimated factor betas have increased sigmiflg in
relation to the financial crisis. The results indie that low yielding currencies (the JPY and CH#an be
successfully modelled as a negative function oftggeturns and a positive function of volatility the market.
The results furthermore underpin studies that hstvewn how carry trading activity is highly sensdtitowards
sudden sparks of volatility and risk aversion, &mdas how carry trade fundamentals are time varying.

Keywords: International finance, carry trading, financiabts, currencies,
JEL Classification: F3, F31, G15

1. Introduction
One of the most vexing features of today’s intaamatl financial markets is the carry trade

phenomenon which exploits wide global interest wiféerentials to earn the spread between low
yielding and high yielding currencies. Carry tragitonsequently violates one of the few fundamental
theories we have to explain currency markets; titowered interest rate parity (UIP). The UIP states
that the expected change in the spot rate mustctethe interest differential between the two
currencies. The theory predicts that the countrthwie high interest rate will see its currency
depreciate (i.e. as it is assumed ex ante thathitjeer interest rate is a compensation for this
depreciation). In formal terms:

(E)as=(L+i, /i) M)

Wherei, i ; are interest rates in “home” and “foreign” respealy? Regarding the UIP, Bilson

(1981) is often referred to as the initial studyrégect the hypothesis, but also Meese and Rogoff
(1983) and Longworth (1981) provide evidence tecakjt. However, the evidence against the UIP is
not entirely uniform. Chinn and Meredith (2004) raga to differentiate the conclusions from the
main bulk of the literature. In their 2004 IMF dtafper, they consequently find that the UIP holds
over longer time horizons. Furthermore, they show ffailure of UIP to hold in the short run can be
attributed to the interaction between shocks onettehange rate market and endogenous monetary
policy reactions.

Under the conditions of the UIP, the interest rdiféerential should be exactly offset by a
change in the spot rate over the investment péniaguestion. In this regard, the mechanics of the
carry trade are interesting in the sense that@reig pursuit of carry trade by investors can toto a
self-fulfilling violation of the UIP; something wbih Plantin and Shin (2008) have coined as self-
reinforcing arbitrage Briére and Drut (2009). listivay, the pursuit of carry trade will tend to gee
low yielding currencies from appreciating againgthhyielding currencies since the aforementioned
are being sold in the carry trade transactionfitddbreover, many investors don’t actually need to
perform the carry trades per sbut simply latch on to the trade in the sense thay, in the spot
market, sell the most common funding carry traderenicies (CHF and JPY) against the most

! E.g. through constructing money market instrummantfolios in high interest rate currencies withrioeved
funds in low interest rate currencies.
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common (and liquid) high yielder; for example Gagramd Chaboud (2007) find evidence of carry
trading behaviour with respect of the JPY. Speailfic it is the effects and determinants of thigdia
strategy, or piggy backing if you will, which is iterest to this paper.

It is clear that such activity cannot be expectedreate positive returns on a consistent basis,
and periods of volatility and sudden reversals ssfeq prices can prove devastating for carry trade
investors since positions are often highly levedaBeiére and Drut (2009). Nevertheless, and given
the lingering persistence of wide global interederdifferentials some scholars have attempted to
account for the ability to make consistent profiteam carry trading. In Olmo and Pilbeam (2008)
carry trading is however not found to yield excestairns for the most common carry trading crosses.
Curiously, the authors do find excess returns éndbntext of the GBP/USD cross which is somewhat
odd given that interest rate differentials betw#enUS and UK tend to be significantly narrowemtha
other potentially more “juicy’ trades”. Briere amdrut (2009) specifically show how fundamental
strategies based e.g. on PPP tend to outperfonm trade strategies in the context of crises. These
results are mirrored by Corcoran (2009) who shawan arbitrage-pricing-theory (APT) framework,
how excess carry trade returns earned by a UStoniesesting in foreign money market instruments
(t-bills) are explained by equity market and exa®mate volatility. This also supports studies by
Brunnermeier et al (2008) and Farhi and Gabaix §200ho show how currency crashes, and
essentially sovereign defaults in the context ghlyi leveragechigh interest rateeconomies, can
explain carry trade risk premiums.

This paper does not directly attempt to qualifysthatudies but rather assume, ex ante, that
carry trading exists as an integral part of manketictice and discourse. As such, it is of less
importance to the conclusions of this paper thetydaading works (i.e. earns excess returns) than
important to assume that investors act accordirtbgdenets of carry trading. Specifically, thisdst
takes the form of an event study surrounding thieeati financial and economic crisis that has grippe
global markets.

This opens the door for an investigation of onéhef interesting derivative effects from carry
trading activity. One question which thus seemsimpant is the extent to which carry trading acyjvit
as measured by movements in the most common furmdingncies can say something about general
market conditions. Clearly and assuming that caémaging does not create positive returns on an
universally consistent basis it would be interastin gauge the extent to which shifts “zarry
trading behavior”’coincides with other changes in the market. Thiexesctly what this paper sets out
to examine in the context of the credit turmoil amadis to pin down the notion of carry trade
fundamentals. In doing so, it is however import@npoint out that this paper firmly inserts itsilf
the tradition of the most recent studies on caragihg activity. These studies are Corcoran (2009)
which shows how returns on carry trade are appratachthrough equity and exchange rate volatility,
Cairns et al. (2007) which shows how “low yielders” can be madklas a positive function of
volatility, and finally; Kohler (2007) and Briérend Drut (2009) who show how equities can be
modeled as negative beta assets to low yieldes.cTicial point however to emphasize is that this
paper attempts to model exchange rates as a fanofieolatility and equity returns and how this
might have changed in the context of the currevdrfcial crisis. As such, this paper follows the sam
path as Christianseet al. (2009) which presents an econometric model to esigthat carry trade
crosses and strategies are subject to time-vargysgematic risk or more specifically that the
fundamentals of carry trade strategies change wittket conditions.

The paper proceeds as follows. Section two pregéetsheoretical framework, section three
presents the estimation and results, section fidggudses the results and section five concludes.

2. Theoretical Framework

Since the end of July 2007 equity markets acrasglibbal have weakened significantly and
given recent forecasts as e.g. the one propoumdide IMF's 2009 World Economic Outlook, we are
going to be stuck in the mire for some time.
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In the context of the credit turmoil, this has teda discourse surroundingnwindingof risky
carry trade positions. One key element in thisalisse is how the funding currencies for carry teade
(here, the JPY and CHF) are being coined as riskment gauges, and thus measures of risk in the
market place. Thenwindingeffect in this regard would then, in part, be coed by investors’ and
traders’ abandonment of highly leveraged spot magrésitions against the CHF and JPY. One way to
operationalize this would be to narrate the CHF #ad as the famous canaries whose demise were
used by coal miners in the18entury Britain to gauge when it was time to getaf the mine due to
the presence of toxic gasses. In this way, CHFJ® crosses can equally be seen as canaries in the
context of financial markets whereby a sudden spikeolatility or a downward correction in risky
assets is followed by an appreciation of the fugdiarry trade currencies as positions are unwound.
Formally, the mechanics of such movements wouldjesiga negative correlation between the CHF
and JPY and risky assets which would follow theultssin Corcoran (2009), Kohler (2007), Briere
and Drut (2009), and Cairreg al. (2007). Moreover, this would also suggest thatskeuld have
observed a strengthening across the board of theyielding currencies since August 2007. This
however is not uniformly so, as can be seen below.
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Source: Thomson Datastream
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As can readily be observed, the beginning of teeitturmoil has seen significant divergence
between the JPY and CHF crosses. Yet, this is néneke ook at the levels of the time series. Ew
look at the daily trend there thus seems to beiderable negative co-movement between equities and
the low yielders (in level form). In fact, if we tn@ in on the two graphs above even a scant glance
suggest a negative correlation between equitiedaangielding currencies. It is exactly this tendgn

which is of interest in the present context.

Also, if we turn the attention to volatility let @isst confirm the fact that volatility has incress
markedly since the credit turmoil took hold in asggR007.
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Both exchange rate volatility, idiosyncratic equiglatility, and general market volatility as
measured by the VIX have increased significanflyvé focus the attention on the VIX, and use 01-

08-2007 as the starting point of the cfisike result is very clear.

% This data will be used as a breaking point through
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Table 1
Vix?
Mean(1) 13,1532070
SD(1) 2,448010521
Mean(2) 32,009099

SD(2) 14,57665003
Source: CBOE, own calculations

Consequently, both the mean value and standardatd®mviof the measure, which can be
interpreted as a second derivative effect, havieegpsignificantly in a post crisis. This suggesist t
both thelevel andvariation of volatility have increased. Following the theofehe present study one
would expect low-yielding currencies to exhibit@sftive relationship with volatility.

Notional evidence of carry trade dynamics is easyirid. Daily readership of Bloomberg's
financial news stream will thus often present mageeticipants with headlines such sn Falls as
Asian Stock Gains Boost Confidence in Carry Tridesich is indicative of the relationship
described above. Moreover and apart from an accolttie theatricals of financial markets such
reports also highlight two other points. First bf idindicates that the argument upon which thégper
builds its case is already formalized in the daitgrket discourse. Secondly, it suggests that the
relationship is one which, at the very least, can tlacked on a short term frequency basis.
Consequently, this paper studies daily returnsiwigh for traditional empirical purposes, relativel
short period.

Following the points above the inquiry begins witle following expression for the functional
relationship between the return of a funding cwyen a carry trade transaction (the JPY and CHF in
this case).

R, = f(-R,.0) 2

where the subscript “fx” indicates that the left handlesiis an exchange rate. In order for the
expression above to make intuitively sense theeogyr pair should be quoted as number of high
yielding currency to low (i.e. directly). Thus,tife USD/JPY is traditionally quoted as amount of JP
to USD (e.g. 110), the expression used here willltie)SD/IPY]Y in order to convey the idea of the
low yielders as negative beta assets at the same ds they are a positive function of volatility.
Theoretical impetus for the choice of this funcibform can be found in Zimmermaat al. (2003)
who point towards two important points. One the baad they detail how stock market volatility is
higher in down periods (bad news spawn more vdiatihan comparable good news). Given that
volatility is supposed to adversely affect cargd returns this supports the findings by Brieré an
Drut (2009) and Corcoran (2009). Secondly, theyo atpiestion the merits of international
diversification by showing that in down periods whelatility is high and when economic activity is
shrinking, we also observe a significant increasecarrelation amongst international securities
Zimmermaret al. (2003).

There may be reason to believe that this functiforah has general validity across time, but in
the context of the present study we can amendxpeesgsion in one crucial way. Consequently, and
bearing in mind that this study takes the formmeaent study in the sense that it studies prepast
crisis dynamics, we can deduce the following exgioes

E(R,|6) = f(-R.,0) (3)

¥ Where (1) means period 1 before the crisis anéh(fates period 2 after the crisis set in.
42008 Bloomberg News Atrticle
®i.e. amount of USD per JPY
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Consequently, the functional form of the expectaid the return of a low yielder in a carry
trade transaction becomes conditional on the vaflifé). The parameter (vectof indicates that we
are in a crisis. Clearly, the vectér is rather innocuous in the present context antingtl be subject
to direct analysis, but following the remarks abavenust incorporate measures such as volatility,
equity returns, as well as real economic variablesnbued in order to identify a period of recessi
or crisis.

To operationalize the proposition above, this pdpkows the intuition from Arbitrage Pricing
Theory Ross (1976) and the one adopted in Cocd@@9] by letting the return on a carry cross
(quoted directly) to be modelled as a linear coratiam of k factors.

Ry =a, + Bl + B, +"'+ﬂij|j t €

4

E[e, ei]= 0 “
In our present cast, the proposed functional foithbe the following;

Ry =a, + B4l + B, +¢ )

With:

R, equal to the return on a low yielding carry traderency (e.g. a long USD/JPY position
when quoted directly).

a; equal to the expected value B if the risk factors are equal to 0. In this casd aith the

method adopted here of using first differencesafydvaluesE(a;) =0; | assume mean reversion in
the first difference.

| 1 is equal to the return vector of an equity index.

I, is equal to the vector of the VIX (high value)cimanges.

In a standard APT framework and following Cocora@Q9) one would first estimate the factor
betas using the approach of Fama and Macbeth (1Bi&3)gh time series regression and then move
into the cross-section in order to estimate théfgarices (risk premiums). In this study the foeub
be on the first stage, as it were, of this appraawhthus the value of the factor betas. This léadlse
estimation of the following equation.

In(%} =a, +,81In( Ri’?ilj+ﬁzln(\x;)ilj+e[ 6)

Which we can rewrite as:
Ay=a,+BAR, + B,AVix+g (7)

The functional form which incorporates the variabla changes (continuous compound) is
chosen in order to avoid stationarity issues wherfopming time series analysis on level form
variables. The value for the VIX is the changeha value of thénigh valueon a daily basis. This is
used in order to capture the peak level of votgtilh the VIX and whether the carry currency pairs
react to sharp reversals in implied market votatili

Since this paper studies the relationships sketelbede in relation to an event in the form of
the current crisis, the stability of the proposethtionship will also be investigated. It is thus
interesting for this study to break up the expa@ssibove into one in a pre crisis framework and one
in a post crisis framework. This takes us into Wald of econometric tests for parameter stability
Chow (1960), Gujarati (2003) and Greene (200318p-147).
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A first simple test involves the entire estimatiointhe regression following Chow (1960) and
indicates whether there has been a structural bretlle parameters without telling us which of the
estimated parameters that have changed. Consideseqoently the following approach Gujarati
(2003) and assume the generic regression for tledewyderiod as stated above and then amend it with
the following regressions for period one and twepeztively;

Ay =a,+B AR, + B, AVIX +& andAy = a; + BAR "+ B;AViX +&  (8)

Where (*) indicates a regression for period 1 aidndicates a regression for period 2. The
mechanics of the Chow Test assumes gt a,* =a, in all three estimations but also more
importantly thaj3, = B* = 5, as well ags, = 5,* =3, . In performing the Chow Test we test

whether the residual sum of squares (RSS) fronotlyggnal regression is statistically different from
the sum of the RSS from the two period regressieosmally, the test is conducted by calculating the
following F-value:

_ (Rss -Rsg,)/K
(RS§R)/(nl +n, - 2k) [k.(ny+n,—2K)]

(9)

Where RS$ is the residual sum of squares from the origindl $ample size regression

andRSQ is the sum of residual sum of squares from the separate period regressions. If the F

statistic is sufficiently large, we reject the nofino structural break.

Another more rigorous approach is to follow Gujaf@003) and Greene (2003) and apply
dummy variables to check which of the parametess thange and how much. In this way, | specify
the following regression to be estimated.

Y =a, +B(a.D,)+ B.LR, + B.AVix + B,(D,AR, )+ B (D,AVix) + € (10)

WhereD, is dummy variable which takes the value of O ifave in period one (pre-crisis) and 1

if we are in period 2 (post crisis). An estimateatgmeter fof3,, 5, or [ significantly different

from O indicates a structural break for the betluevaf the intercept, market return, and volatility
respectively. In this case, the new parameter wiefit estimated for period 2 will be given by

a, + B, for the intercept,B3, + B, for the market return, ang, + S, for volatility Gujarati (2003).

This approach allows us to scrutinize specific ¢ggaim parameters across periods and is a valuable
addition to the observation of changes in the divemaefficient of determination (R-sq) of the
regression across periods.

3. Estimation and Results

Thomson Data stream was used to pull data on @meyrpairs considered to be traditional
carry trade crosses. Of the six, one CHF crossédie@ JPY crosses have been u&dirthermore
three major stock indices from three main regionghie form of the SP500, the Nikkei 225 and the
DAX30 were chosen as the market(s). As for the tenmnthe volatility term it will be proxies through
the use of The CBOE Volatility Index (VIX) which ia measure of market volatility calculated
through the use of options on the SP50®ie data series consists of daily values (rejuhithe seven
currency crosses and the three stock market indlioes 01-03-2006 to 04-02-2009 of a total of 817
daily observatiorfs These data sets form the basis of the estimbtw.

® USD/JPY, NZD/JPY, AUD/JPY, EUR/JPY, EUR/CHF and BBBPY

" Daily data was obtained from the Chicago Boar@®pfions Exchange’s website (daily values at high).

8 Since the VIX does not display observations orttel sample days, all time series have been cfit the
schedule of the VIX.
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In order to set the stage for the estimations altoweuld be interesting initially to have a look
at simple correlations (of the time series in cle)gand see whether these confirm the theoretical
framework described above. Specifically, it is istding to observe whether there has been a change
in a post crisis perspective. This initial evidensgems to provide a solid foundation for the
hypotheses stated (see appendix). If we look affuthesample, all currency crosses are positively
correlated with the VIX index and this correlatioas increased markedly in a post crisis perspective
The mean increase in correlation with the VIX fércairrency pairs, in a post crisis perspectivea is
sound 173%. In terms of the currency pairs’ coti@hawith the equity indices it is, for the mostpa
negative. Only the NZD/JPY’s and AUD/JPY’s posit@relation with the SP500 cloud the picture.
In a post crisis perspective however, the resulisuaequivocal with the negative correlation fdr al
currencies, except the NDZ/JPY and AUD/JPY, havirggeased on average with 258%, 125% and
152% for the Nikkei 225, Dax30 and SP&%@8spectively.

After these initial results, we turn to the estiimatof the following relationship using OLS.

Ay=a, + BAR, + B,AVix (11)

Thus, the estimation of the currency crosses’ faottas shall be approximated by the equation
above for a total of 18 regressions (3 stock maikéices, 6 currency crosses and one volatility

parameter). In the expression above, the estimpéedmeter§fs,, 3,) will be the main result to
gauge. Given the theme of the present study andiatitehat all currencies are quoted directly one
would expect negative signs §8r and positive sign fgf, . First, the full sample regressions will be

reported and then the investigation turns to thie dptaset and the tests for structural stability.

The results for 18 regressions are reported intabées in the appendix. In general, the full
sample regressions yield results which are strongijcative of the theoretical relationship noted
above. Yet, the initial results from the full sampkgressions are misleading. An important initial
observation in this regard is the increase in tloglets’ R-sq values across periods. In percentage
points® the average increase in R-square values is 14%, & 17% for the regressions including
the SP500, the Nikkei 225 and the Dax3030 respaygtivhis suggests, with some force, how the
proposed relationship is particularly strong inamtext of a financial and economic crisis. All R-
square values calculated in a post-crisis perspedtie significant at 1% (which was not always the
case in the pre-crisis regressions), and theiregindicate a relatively strong explanatory power.
Especially, there are 13 regressions in the pasisorontext which have R-square values above 0.2
which, in the present context, must be consideresireng result since we are dealing with first
differenced daily time series.

Turning to the estimated coefficients and the idielne currency crosses as negative beta assets
to equities as well as the hypothesis that theybsamodelled as a positive function of volatilitiye
waters get increasingly muddier.

With regards to the Nikkei 225 and the DAX30 thetda prices of the currency crosses all
correspond with the theoretical framework as th@yehnegative beta values which increase markedly
in the second period estimations. The results avee ndisappointing for the SP500 in this regard
where only the USD/JPY and GBP/JPY conform to thlationship proposed with negative beta
values that are higher (and statistically signifi¢an the second period estimation. In terms @& th
estimations in relation to the VIX, the results st®ng and unequivocal. In the full sample regogss
most currency pairs are successfully modelled pss#tive function of volatility which is consistent
with carry trade fundamentals in which investorg mio relative low yielding currencies (unwinding
carry trade positions) when volatility spikes. Thesult is intensified when we look at the diffezren
between period one and two. Both in connectiorh#olével of statistical significance and in relatio
to the value (and signs) of the estimated coefiisiecdo we observe an increased strength in the
models’ ability to model the currency pairs as aife function of volatility. The only exceptions

° Excluding the NZD/JPY and AUD/JPY since these dbexhibit a negative correlation with the SP500
in the first place.
1% Since by definition; 0<r-sq<1.
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here are the regressions for the NZD/JPY and AUD/iPrelation to the Nikkei 225 where the
parameter estimated for the VIX is not statisticalpnificant.

In summary, there appears to be strong evidencéhéoproposed theoretical relationship above
in which, conditional on crisis dynamics, relatieev yielding currencies can be modelled as negative
beta assets to equities and positive functionst#tiity. In order however to quantify this resuthe
investigation now turns to the examination of pagtenstability across the two periods.

As a first approximation, thehow testChow (1960), Gujarati (2003) and Greene (2003)) lvil

performed based on the F-test showed above. AslnBX8S is the residual sum of squares from the
original full sample size regression amiSQ;is the sum of residual sum of squares from the two
separate period regressioifs, + n,—2K) is equal to (395+420)-(2*3) = 809 and the criticalues of

the Fis 2.1, 2.61 and 3.78 for 10%, 5% and 1%l lefvsignificance respectively. The null is thaéta

is no structural break which means that a signiti¢éavalue would indicate that a structural break i
present as per reference to rejection of the trulihe table below the computed F value is shown fo
all the 18 regressions.

Table 2. Chow test stats

Chow-test stats®  USD/JPY NzZD/JPY  AUD/JPY EUR/JPY GBP/JIPY EUR/CHF

Sp500, VIX 579.9¢ 573.2: 578.3. 582.9¢ 514.4!
Nikkei 225, VIX 581.9 553.7( 585.7 582.9! 510.8t 559.04

Dax3030, VIX 576.9: 555.6¢ 559.8! 567.3!

The F-statistics computed above strongly suppoet risults of a structural break in the
regressions around at the advent of credit cfidigy are consequently all well within the confirods
statistical significance at 1%.

These F-statistics however tell us nothing aboutchviof the estimated parameters that have
changed. This is of interest in the present conséxte we have two explanatory variables (equity
returns and the VIX) and it would be useful to knetich of these two variables that is to blamef as
were, for the structural break. Moreover, it wobkl nice to rule out the possibility that the stouat
break is due entirely to a change in the level e turrencies, which would be captured by a
significant change in the intercept. In this wag, proceed with the following estimation.

Y =a, +B(a.D,)+ B.LR, + B:AVix + B,(D,AR, )+ B (D,AVix) + & (12)

The output of these regressions is reported ientsety in the appendix and by nature, it is a bit
difficult to get an immediate overviel#.The following points are worth paying attention First of
all, all the intercepts and the respective periothhies used to capture any structural break dae to
change in the average daily change of the curreraie statistically insignificant. This is in line with
the expectations noted above.

In terms of regressions where both the paramewmrshie VIX and the equity index are
significant, there are 7. These are the USD/JP¥,BbR/JPY, and GBP/JPY to the DAX30 and
Nikkei 225 respectively as well as the EUR/CHFHe Nikkei 225. This indicates that the effect from
changes in volatility and equity returns have beeeater in a post-crisis perspective. In these
regressions the average increase in the beta p@rafoethe VIX is 0.03 and for the equity dummies
the number is -0.11 for the Nikkei 225 and 0.15ther DAX30. These numbers may appear small, but
it is worth remembering in this case that we allarig about daily returns and thus an interval veher
small changes have a potentially high impact. tmgeof the SP500, the results are poor in so far as
goes the fact that none of regressions exhibistitlly significant dummies for both the VIX atite

" The Vix is of course included in all these regi@ss too.

2 with 18 regressions consisting each of 6 explagatariables there are 108 parameters to deal with.
As such, the reader is advised to read the whagdergaefore digging into the specifics of this resgien output.

13 Except for the GBP/JPY to the Nikkei 225 and \lixt since the second period intercept has a p-value
of more than 0.1 | do not consider this to be @ible result.
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equity indices. In fact, none of the regressiomswsla significant increase in the beta value for the
equity index whereas, in many of the cases, the diximy variable is significant. This suggests that
the relationship between the SP500 and the caadetcrosses in question here have not changed
much even if the models’ ability to explain theiation (the R-sq) has indeed increased.

The results for the VIX dummy are, in general, 3¢roOnly in two of the 18 regressions do we
observe that there hawt been a structural break in the estimated coefficfer the VIX. This
indicates that the effect from changes in volgtibin the currency crosses and thus a carry trade
position has increased significantly since the atleé the credit crisis. The result is less rodosthe
equity parameters although it seems that, in tse<ahere the dummies are significant, the change i
relatively high. Consider for example the dummytfoe Nikkei 225 index to the NZD/JPY, AUD/JPY
and EUR/JPY which shows that the beta value oftlcesrencies to the Nikkei 225 have increased (in
negative values) by 0.235, 0.364, and 0.189 resgdctIn general, the results concerning strudtura
breaks with respect to equity betas are unequiviocdde sense that the dummies for the Nikkei 225
are all significant whereas the picture is moreudkd for the DAX30 and SP500. This indicates that
the findings by Hau, H, and H, Rey (2006) whereighér returns on domestic equity market are
associated with a depreciation of the home curraneyperhaps showing up in these estimations.

4. Discussion

The estimation above presents several interestisglts. As a first initial summary the results
significantly underpin the theoretical frameworledhed earlier. Not only do the vast majority af th
currency crosses exhibit negative beta valuesgdhitee main stock indices but also, at the same, ti
they can be modelled as positive functions of nar&éatility.

In terms of the differentiation between the twoipes and thus the real objective of this study,
the results are quite strong. It is important,ihkhin this respect to point to the fact that tkejuare
values for period 2 are markedly higher than inqeel. Given that the present study deals withydail
returns it strongly suggests that that the propasdéationship has intensified in strength after the
financial crisis took hold. This supports the fings of Christiansest al. (2009) that the strength of
carry trade fundamentals is time varying.

It is also important to point out that the tests Structural break do not test for the strength of
the relation as measured by the R-sq, but ratherviddue of the estimated parameters. This
investigation produced decidedly murkier resultst btill indicates that key relationships have
intensified. Especially, it seems as if the carrgsses’ functional relationship with volatility has
increased significantly. Also, all the currencysgses’ negative relationship with the Nikkei 225drd
has increased in a post-crisis perspective. Comsigyu the results which show carry trade currency
pairs as negative beta assets seem particulaolygsin the context of the Nikkei 225 index. However
it is also clear that if we look at the full samgderiod, not only the JPY crosses show negatively
significant beta values to the Nikkei but so do Bi¢R/CHF. This strong result is echoed with the
DAX30 where strong results are presented for ottigrency indices than the EUR/JPY and
EUR/CHF. In relation to the SP500 the results wsoenewhat more meagre with the notable
exception of the USD/JPY which has exhibited argjrstructural break around the summer 2007. In
overall terms, one could distinguish between therericy pairs by looking at their respective
coefficients of determination. In this way, some tbé models clearly offer a higher degree of
explanatory power and thus, by derivative, a maigetable act for some currency pairs as negative
beta assets and positive functions of volatilityaiples here would be GBP/JPY and EUR/CHF to
the DAX30, the EUR/CHF, AUD/JPY, and NZD/JPY to tiikei 225 as well as the USD/JPY to the
SP500 and DAX3030.

Here, at the brink of the paper, (at least) thnesral questions impose. The first is the question
of structural stability of beta values or more speally the sign of the estimated parameters. The
second is the dodgier question of causality betveerency pair and equity index and the third edat
to the statistical issue of heteroscedasticitharegressions.

On the first question this paper clearly falls dadasthe norm as it takes the form of an event
study with daily returns over a relatively shomé span. Considerable ink has been devoted by
finance scholars in determining the estimation quesivhich best approximates a stabile beta value
(using the CAPM). At a first glance such studies @ot directly replicable in the present contemnt. |
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this way, this study uses an APT framework to itigese the factor betas of currencies. However and
as a rough approximation, results from the CAPMréiture have shown that 4-6 years (about 300
observations with weekly returns) provide the gjest result Alexander and Chervany (1980). It has
also been shown how extreme betas are shown &sbestable over time than betas drifting closer to
the mean Alexander and Chervany (1980). The metbgnbal glitches notwithstanding, it is
interesting in the context of the present study. sieh, one should be careful making general
extrapolations on the basis of the findings ab@e the other hand though, and given the strength of
the results, effort should be put into pinning dowmich of these relationships hold up for scrutiny
over time. Special attention should be devoted tmnipg down the relationship

E<fo‘t9> = f(-R,0) and what actually constitutes a reasonable prokyHe vector §). Given

the theme of this study, volatility clearly seermashie a key variable. Finally, the stability of the
relationship should also be held up against thairigs by Christianseet al. (2009) and thus the time
varying aspect of the functional relationship.

Turning to the issue of causality, it is ironicttiiais paper initially was drafted with a model in
which the currency crosses were used to model ghéyereturns. In this way, it would perhaps be
best to leave this issue alone all together. Onecoasequently always quibble about causality en th
context of statistical analysis even to such arer@xto make the actual results secondary to the
inquiry. This mistake will not be made here. In tiegressions estimated above the idea has been to
model carry trade crosses as a function of a numbearry trade fundamentals that were postulated.
However, this does not mean that one could noteaehinteresting results by switching the order of
variables. Granger causality tests (1969) coulcbofse be performed to formally ascertain the asrow
of causality but in essence, the Granger testfimys very little about what really constitutes
causality more than it merely provides a binarylysis of what affects what.

Finally, there is the issue of heteroscedasticityctv seems to be an inbuilt issue of this study’s
methodology. The problem with heteroscedasticitthen context of OLS estimation and the Gaussian
linear model is well known as it can create biasstimates of the beta parameters and underestimate
the standard errors depending on the severity ef mbsiduals’ unequal variance. Consider
consequently the regression framework estimatedeatbwough 2.7.

In order for the Chow test to be strictly valid gotowing Gujarati (2003) and Greene (2003) a
prerequisite is that:

V(g*)=V(¢) (13)

However, given that the nature of the theoreticatework itself is built on the premise that
volatility in one period is larger (different) tham the other, the issue here becomes a rathecudiff
one to deal with directly. In this way, a centregnequisite for this study will almost always be:

E[V(e*)]* E M €)] (14)

This means de-facto presence of unequal variandbdantwo sub-periods. Gujarati (2003)
performs a simple test to check whether there #atistically significant difference between the
variance of the residuals in the two estimatioriquisr of the trial exampl¥. The computed F-stat is
found to reject the null of equal variance and tthes Chow test should not be used. Still, Gujarati
(2003) is not adamant that this poses a seriou.isbhis is echoed in Greene (2003) where it is
argued that as long as the sample size is largggénanequal variance should not pose a major.issue
Moreover in the present study all p-values, stash@arors, and f-stats are highly significant tosup
the proposed relationship which should give us soordidence despite the obvious methodological
and, as it were, practical issue with heteroscettystThe individual scholar should decide whether
she believes that the method above can be appliechether more elaborate techniques should be
deployed to test for structural breaks in the estit time series.

14 GDP regressed on income and savings.
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5. Conclusion

The principles of carry trading and how to bet aghithe theory of uncovered interest rate
parity are well known. Moreover, carry trading ahe effect of investors pursuing it, have almost
turned in to an urban legend on financial markeltene many derivative effects tdarry trading
behaviour” are cited. This paper has attempted to scrutinizeegsentially pin down the idea of carry
trade fundamentals in relation to the financiasisrivhich gripped the global economy in 2007. Using
an Arbitrage Pricing Theory framework it has bedmven how the factor betas of carry trade
currencies with respect to equity returns and ntavkéatility have changed with the advent of this
crisis. It has furthermore been shown how the gtreof the variation between carry trades and gquit
returns as well as market volatility have increasedkedly in the context of the financial crisidhel
results indicate that low yielding currencies (tHeY and CHF) can be successfully modelled as a
negative function of equity returns and a posifiugction of volatility in the market.

It has consequently been suggested how the JPCHRd often cited as the traditional funding
currencies in carry trades, exhibit strong negatweelations and factor betas to equities (SP500,
Nikkei 225 and DAX30) and positive factor betasntarket volatility measured by the VIX. This
lends evidence to the idea of the CHF and JPY sksséntiment gauges and how this relationship
strengthens in the context of a period of heighderdatility. In this regard it is important to vedt
the currency pairs with significant negative betdues in relation to equities and positive betaesl
for volatility; (GBP/JPY and EUR/CHF to the DAX3the EUR/CHF, AUD/JPY, and NZD/JPY to
the Nikkei 225 as well as the USD/JPY to the SR&t)DAX3030).

The key point to take away from this study is tthe financial crisis has intensified the link
between carry trade currencies and risky assetehss volatility. However, it is equally importan
to emphasize how carry trade strategies will bee@slly sensitive to reversals in the context of a
financial crisis Briere and Drut (2009). This als®ans that while it may seem tempting to hedge
equity positions through long positions in cargdi currencies one has to be careful of reversals a
the fact that these fundamentals are ultimatelg tiarying.

Further studies on this topic should attempt toewithe time span of the sample to gauge the
general validity of the results and thus followtive steps of Christiansest al. (2009) as well as
attempt to make forecasts of daily exchange ratkkoarstock returns based on the relationships cited
above.
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7. Appendix — Data and Graphs
Correlation Matrices

Full Sample
#

0,355256366 0,174129
-0,300479864 0,115559
-0,293748069 -0,39113
-0,450682853 -0,13498

Nikkei 225
Dax3030

USD/JPY NZD/JPY
0,149672151 0,066999
-0,097482843 0,023719
-0,042092326 -0,1417

-0,124319825 -0,14025

Nikkei 225
Dax3030

USD/JPY NZD/JPY

0,468596586 0,228258
-0,337082447 0,129386
-0,350858839 -0,43308
-0,527008823 -0,13142

Nikkei 225
Dax3030

Factor Betas

Volume I'V/ I'ssue 2(8)/ Summer 2009

0,240750341 0,326564
-0,053187031 -0,19866
-0,640958967 -0,55027
-0,295130437 -0,43626

AUD/JPY EUR/JPY
0,082318735 0,173884
0,034686339 -0,11193
-0,282688015 -0,20346
-0,114981163 -0,2116

AUD/JPY EUR/IPY
0,317089617 0,410511
-0,059964892 -0,20638
-0,696440933 -0,60522
-0,322330276 -0,47228

USD/JPY  NZD/JPY AUD/JPY  EUR/JPY GBP/JPY  EUR/CHF

0,392726518 0,32993936
-0,350007209 -0,2241003
-0,441874591 -0,5312755
-0,559866936 -0,4160669

GBP/JPY EUR/CHF
0,209176906 0,27332206
-0,105107472 -0,17254
-0,161343266 -0,31571
-0,282909743 -0,3489963

GBP/JPY EUR/CHF

0,477242619 0,38218628
-0,36486902 -0,2287173
-0,467573305 -0,5659824
-0,588362883 -0,4266842

Factor Betas estimates are tested against thehatiithe parameter is equal to 0. The intercept
is excluded as it is insignificant for all the regsions (according to expectations). As for levfel o
significance for the individual parameters, we hater 1%, ** for 5 %, and *** for 10%; no asterisk
indicate a failure to reject the null. The param#tiX is naturally included three times for eachtoé
three groups since it is included as a variabldiee different regression contexts. Note thatbse
of data retrieval issues, the sample size for tB&/3PY is reduced to 710 observations for the full
sample regression and 289 and 420 observatiotisdareriod 1 and period 2 regressions respectively.

USD/JPY  NZD/JPY  AUD/JPY  EUR/JPY
-0.074* 0.238* 0.070**  -0.031
0.031* 0.071* 0.063* 0.043*

GBP/JPY  EUR/CHF
-0.133* -0.021*
0.049* 0.018*

0.032* 0.010 0.003 0.021* 0.045* 0.010*

0.014* 0.035* 0.022** 0.014** 0.014** 0.007*

USD/JPY
-0.003
0.011*

NZD/IPY
0.139**
0.018***

AUD/JPY
0.154**
0.020*

EUR/JPY
-0.002
0.013*

GBP/JPY
0.030
0.017*

EUR/CHF
0.001
0.009*

0.012* 0.005 0.002 0.010* 0.013* 0.007*

-0.151**
-0.007

Vix(Dax3030) 0.009*** 0.001 0.004 0.003 0.002*
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USD/JPY  NZD/JPY  AUD/JPY EUR/JPY GBP/JPY EUR/CHF
-0.054* 0.293* 0.116**  0.001 -0.104* -0.011
Vix(SP500) 0.053* 0.117* 0.110* 0.074* 0.082* 0.028*

Vix(Nikkei 225) 0.052* 0.016 0.007 0.034* 0.070* 0.013*

Vix(Dax3030) 0.030* 0.072* 0.054* 0.034* 0.036* 0.015*
R-square values for the 18 regressions above:

Full Sample USD/JPY NzD/JPY AUD/PY EUR/JPY GBP/JPY EUR/CHF
Sp500, VIX 0.148* 0.081* 0.063* 0.109* 0.189* 0.115*
Nikkei 225, VIX 0.158* 0.154* 0.411* 0.322* 0.256* 0.305*

Dax3030, VIX 0.213* 0.032* 0.093* 0.196* 0.318* 0.182*

Period 1 USD/JPY NzD/JPY AUD/PY EUR/JPY GBP/JPY EUR/CHF
Sp500, VIX 0.022** 0.012*** 0.020** 0.030* 0.045* 0.075*
Nikkei 225, VIX 0.022** 0.021** 0.080* 0.058* 0.055* 0.140*
Dax3030, VIX 0.023* 0.021** 0.013***

Period 2 USD/JPY NzD/JPY AUD/PY EUR/JPY GBP/JPY EUR/CHF
Sp500, VIX 0.233* 0.132* 0.114* 0.169* 0.248* 0.148*
Nikkei 225, VIX 0.248* 0.190* 0.486* 0.395* 0.313* 0.345*

Dax3030, VIX 0.308* 0.052* 0.125* 0.244* 0.365* 0.203*

Dummy Regressions

USD/JPY - SP500

Parameters Coefficients SE T-stat P-value
Intercept 0.000 0.000 -0.178 0.859
Period Dummy 0.000 0.000 0.717 0.474
Change SP500 -0.043

Change VIX (high) 0.011 0.007 1.667 0.096

Dummy*Vix 4.743
Dummy*Sp500 -0.051 0.067 -0.765 0.445

USD/JPY - Nikkei 225

Parameters Coefficients P-value
Intercept 0.000 0.855
Period Dummy 0.000 0.000 0.657 0.511
Change Nikkei 225

Change VIX (high) 0.012 0.005 2.123 0.034
Dummy*Vix 0.040 0.008 5.348 0.000
Dummy*Nikkei 225225 -0.065 0.034 -1.911 0.056

USD/JPY - Dax30
Parameters Coefficients SE T-stat
Intercept 0.000 0.000 -0.123

Period Dummy 0.000 0.000 0.455 0.649
Change DAX30 -0.022 0.046 -0.483 0.629
Change VIX (high) 0.009 0.007 1.359 0.175
Dummy*Vix 0.021 0.009 2.261 0.024
Dummy*Dax3030 -0.145 0.050 -2.937 0.003
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NZD/JPY - SP500

Parameters Coefficients SE T-stat P-value
Intercept 0.000 0.001 -0.495 0.621
Period Dummy 0.002 0.001 1.665 0.096
Change SP500 0.139 0.144 0.963 0.336

Change VIX (high) 0.018 0.015 1.192 0.234
Dummy*Vix 0.099 0.020 5.047 0.000
Dummy*Sp500 0.154 0.149 1.039 0.299

NZD/JPY - Nikkei 225
Parameters Coefficients P-value
Intercept 0.000 0.694

Period Dummy 0.001 0.001 0.857 0.392
Change Nikkei 225
Change VIX (high) 0.005 0.012 0.383 0.702

Dummy*Nikkei 225225 -0.235 0.074 -3.182 0.002

NZD/JPY - DAX30

Parameters Coefficients SE ~ T-stat P-value
Intercept 0.000 0.001 -0.203 0.839
Period Dummy 0.001 0.001 1.121 0.262
Change DAX30 -0.151 0.109 -1.390 0.165
Change VIX (high) -0.007 0.017 -0.403 0.687
Dummy*Vix 0.078 0.022 3.605 0.000
Dummy*Dax3030 0.172 0.118 1.457 0.145

AUD/JPY - SP500

Parameters Coefficients SE T-stat P-value
Intercept 0.000 0.001 -0.638 0.524
Period Dummy 0.001 0.001 1.336 0.182
Change SP500 0.154 0.138 1.117 0.264

Change VIX (high) 0.020 0.015 1.340 0.181
Dummy*Vix 0.091 0.019 4.849 0.000

Dummy*Sp500 -0.038 0.142 -0.268 0.789

AUD/JPY - Nikkei 225

Parameters Coefficients SE
Intercept 0.000 0.001
Period Dummy 0.000 0.001 0.456 0.648

Change Nikkei 225

Change VIX (high) 0.002 0.009 0.166 0.868
Dummy*Vix 0.006 0.013 0.439 0.661
Dummy*Nikkei 225225 -0.364 0.058 -6.328 0.000

AUD/JPY - DAX30

Parameters Coefficients SE T-stat P-value
Intercept 0.000 0.001 -0.428 0.669

Period Dummy 0.001 0.001 0.861 0.389
Change DAX30 -0.080 0.100 -0.802 0.423
Change VIX (high) 0.001 0.015 0.065 0.948
Dummy*Vix 0.053 0.020 2.660 0.008
Dummy*Dax3030 -0.110 0.109 -1.016 0.310
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EUR/JPY - SP500

Parameters Coefficients SE ~ T-stat
Intercept 0.000 0.000 -0.872
Period Dummy 0.001 0.001 1.216 0.224
Change SP500 0.085 -0.018
Change VIX (high) 0.013 0.009 1.408 0.160
Dummy*Vix 0.011 5.345
Dummy*Sp500 0.002 0.087 0.024 0.981

EUR/JPY - Nikkei 225 e

Parameters Coefficients SE

Intercept 0.000 0.000

Period Dummy 0.000 0.001 0.707 0.480
Change Nikkei 225

Change VIX (high) 0.010 0.006 1.550 0.122
Dummy*Vix 0.024 0.009 2.773 0.006
Dummy*Nikkei 225225 -0.189 0.039 -4.857 0.000

EUR/JPY - DAX30

Parameters Coefficients SE T-stat P-value
Intercept 0.000 0.000 -0.718 0.473
Period Dummy 0.000 0.001 0.766 0.444
Change DAX30 -0.083 0.059 -1.410 0.159
Change VIX (high) 0.004 0.009 0.466 0.641
Dummy*Vix 0.029 0.012 2.485 0.013
Dummy*Dax3030 -0.125 0.064 -1.955 0.051

EUR/CHF - SP500
Parameters Coefficients
0.000
Period Dummy 0.000 0.000 1.045 0.296

Change VIX (high) 0.009 0.004 2.262 0.024
Dummy*Vix 0.019 0.005 3.789 0.000
Dummy*Sp500 -0.012 0.038 -0.313 0.754

EUR/CHF - Nikkei 225
Parameters Coefficients P-value
Intercept 0.000 0.401

Period Dummy 0.000 0.000 0.585 0.559
Change Nikkei 225
Change VIX (high) 0.007 0.003 2.424 0.016

Dummy*Nikkei 225225 -0.057 0.017 -3.289 0.001

EUR/CHF - DAX30

Parameters Coefficients SE ~ T-stat P-value
Intercept 0.000 0.000 -0.484 0.629
Period Dummy 0.000 0.000 0.577 0.564
Change DAX30 -0.064 0.026 -2.459 0.014
Change VIX (high) 0.002 0.004 0.568 0.571

Dummy*Vix 0.012 0.005 2.367 0.018
Dummy*Dax3030 -0.015 0.028 -0.511 0.609
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GBP/JPY - SP500

Parameters Coefficients SE

Intercept 0.000 0.001

Period Dummy 0.001 0.001 1.830 0.068
Change SP500 0.030 0.110 0.274 0.784
Change VIX (high) 0.017 0.011 1.495 0.135

Dummy*Vix 0.065 0.014 4.605 0.000

Dummy*Sp500 -0.134 0.113 -1.190 0.234

GBP/JPY - Nikkei 225

Parameters Coefficients P-value
Intercept 0.000 0.431
Period Dummy 0.001 0.001 1.680 0.093
Change Nikkei 225

Change VIX (high) 0.013 0.009 1.451 0.147

Dummy*Vix 0.058 0.012 4.969 0.000

Dummy*Nikkei 225225 -0.132 0.061 -2.176 0.030

GBP/JPY - DAX30

Parameters Coefficients T-stat ~ P-value
Intercept 0.000 -0.566 0.572
Period Dummy 0.001 0.001 1.430 0.153
Change DAX30

Change VIX (high) 0.003 0.011 0.234 0.815

Dummy*Vix 0.014 2.429
Dummy*Dax3030 -0.193 0.083 -2.320 0.021
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Abstract:

This paper examines the relationship between puplending and regional growth in Italy in the petio
1996-2007. The main results suggest that, in theoggeexamined, a phase &f and p-convergence in
productivity took place. Despite the profound rewibdisparities existing in Italy, the allocatiorf public
spending calculated in per capita terms has favdutee most developed regions. When the entire saofpl
twenty regions is considered, no correlation betweapital expenditure and productive growth is fduwhen
the sample is split into Northern and Southern eegi differences in the links between public spendind
productivity growth can be noted, however: onlytlie first group of regions, in fact, a significampsitive
relationship between expenditure for developmedtgmowth can be found.

Keywords: Italy, regional convergence, development polmyblic spending.
JEL Classification: 018, R 38, R 58.

1. Introduction

The aim of this paper is to examine the relatigmdtetween public spending and regional
growth in Italy in the period 1996-2007. The emgtianalysis, based on a standard framework of
conditional convergence, uses data for differetégaries of public expenditure: capital, currend an
for development. The paper is structured as follolwege second section introduces a short literature
review on the role of recent regional developmeticies in Italy. The third section takes a looktz
regional convergence in per capita GDP and in midty and, through a panel dataset, investigates
the relationship between public spending and gro&time conclusive remarks follow.

The main results suggest that, in the period exathim phase of absolute convergence in
productivity took place. Despite the profound regibdisparities existing in Italy, the allocatioh o
public spending in per capita terms has favouredibst developed regions. When the entire sample
of twenty regions is considered, no correlatiomleein capital expenditure and productivity growth is
found. When the sample is split into Northern araut8ern regions, differences can be noted,
however: only in the first group of regions, in ffaa significant, positive relationship between
expenditure for development and growth can be found

2. Recent policies and regional growth

During the 1990s, in Italy, the regional developimgolicy underwent a profound change. In
1992 ceases the “Extraordinary Interventions” fa tlevelopment of thilezzogiornd that, for over
forty years, constituted the framework within whithhe measures for less developed areas where
implemented. In the second half of the 1990s, a pkase of regional policy replaced the previous
one. This so-called “new regional development pdliwas formulated in the context of the EU’s
policy scheme and characterised by a bottom-upoagpr and a multi-level governance system
[Loddo, (2004); Chiri (2006)].

The policy measures adopted are diverse. In p#aticsome measures are included in
“Negotiation planning”, such as Territorial Pactr flocal development, Planning contracts for
industrial investments and Area contracts for thplementation of new business initiatives in some
circumscribed areas, notably those facing employneeises. Other measures added to these: in
particular, incentives and subsidies for investméptovided through the financial incentive scheme
in which the main instrument is the law no. 488/8Ry the initiatives included in the EU regional
policy for the less developed areas.

At a distance of more then ten years from its comoament, the evaluation of the results
obtained by the new development policy has brodgferent, often opposing, interpretations [Rossi,

! The well-known term “Mezzogiorno” is referred foet eight Southern Italian regions, historicallysles
developed.
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(2005); Viesti, (2009)]. According to some scholfRessi, (2004); Atella, (2004)], this policy would
have substantially failed in its objective to redube gap between the North and the South appearing
as “staggeringly wasteful” for its inefficiency ime use of public resources. According to others,
however, this policy would have gained valuableultss nevertheless some limitations primarily
derived from the lack of resources actually avdddbr the less developed regions [Viesti, (2008)].

a less sophisticated version, the argument acapritinwhich the Southern regions received and
substantially wasted a huge amount of financiabueses finds a wide consensus in Italian public
opinion and among politicians. Very frequently, lewer, these arguments are not supported by data
or any empirical evidence.

The effectiveness of public policy to promote regib economic convergence is a theme
extensively examined in the literature. For insereeveral studies have been devoted to investigate
have evaluated the impact of EU regional policiés particular structural funds — on growth. The
results reached are sometimes controversial. Fetanoe, some authors find that the European
structural and cohesion funds have had a posithgact on regional economic growth [Cappedtn
al., (2003); Beugelsdijk, Eijffinger, (2005); Checttar (2009)] while others reached the conclusion
that EU regional policies principally serve for istdbution purposes, motivated by political reason
but they have no effect in fostering economic gtoyBoldrin and Canova, (2001); Dall’'Erts al,
(2007)].

Relatively few studies have examined the casealy.lFor instance, Coppola and Destefanis
(2007) have investigated the effects of EU stradtiunds in the period 1989-2003 for the main
economic sectors, finding a positive but weak fafigict on capital accumulation and total factor
productivity. Percoco (1999) studied the impactedf regional policy in the programming period
1994-1999, showing a high variation in the rategadwth induced by structural funds. This study
suggests that the effects have been related wétlefficiency in the allocation of financial resoesc
from regional administrations. Aiello and Pupo (2P@stimated the effects of structural funds on
regional economic growth in the period 1980-200fe Bnalysis is carried out in a model in which
funds are considered as an explanatory variabtearconvergence equation. The authors found the
effects of funds were mainly redistributive, aneéythdid not contribute to the factors that influence
long run regional economic growth.

With regard to the policy implemented in the perit@96-2007 — the “new development
policy” — studies have evaluated the results olehifrom some instruments, such as the Territorial
pacts [Accetturo e De Blasio, (2007)], the Programgncontracts for industrial development [Giunta e
Florio, (2002); Bianchi, (2007)] or from the incamts to investments [Bronzini e De Blasio, (2006)].
The results emerging from these studies are nebaal. If, as in the case of Territorial pacts lforal
development, the overall results appear very modestother kinds of intervention, such as the
Programming contracts, the evaluations show a rdiffesituation, in which there have been some
successful results. On the basis of these stutlegspears very hard to take conclusive stock of the
new development policy. In the light of this debdtee analysis concerning the evolution of regional
disparities and the regional distribution of puldipenditure can offer some policy implications.

3. The empirical analysis
3.1. Methodology and data

The relationship between public spending and redi@conomic growth is analysed in the
standard framework of conditional convergence [Bamd Sala-i-Martin, (1991)]. The estimations are
based on the equation 1:

1
(ln Yir —Inyi; )? =a, +BYi, +BPS, + B Xy &, (1)
with: € =A+U,,

in which the dependent variable is the rate of ghowf per capita (or per worker) GDF;, the log

of the same variable in the regibat timet, P§, is the share of public spending on GDP, afd_, a
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set of variables that captures the “fundamentdish® economy, that is those characteristics thaeh
a permanent effect on its growth rate.

Data consist in a balanced panel and a fixed effeE) model is used for estimations. The
advantages of using a panel data model are sev&madies show in fact, how the cross-section
approach leads to a downward bias of the conveegeoefficient. The reason is that the steady state
of an economy is affected by a number of factoas thoss-section analysis tends to neglect, sofferi
an omitted-variable bias. These regional-specifichservable factors can be modelled through panel
data techniques [Tondl, (2001); Islam, (2003); Bufkt al, (2005)].

Data on public expenditure refer to the period 120687 — for which homogeneous time-series
are available — and derived from Regional Publicd&mts (RPA), a detailed database, published by
the Italian Ministry for the Economy, which measuublic financial flows at the territorial level.
The RPA database can be used to analyse diffesentetference universes: general government and
the “public sector” which includes general governigus enterprises subject to the direct or irdire
control of public entities. For each macro-categofyexpenditure series for individual spending
chapters are available: for instance, the experdifor development contains different capital
expenditure categories. For the high degree ofgdiemation, RPA accounts constitute a complete
dataset for measuring and evaluating public pdiaiethe regional level [De Lued al, (2005)].

Since the variables potentially correlated withisegl economic growth are numerous, to select
those to be included as control, the results ofesoasent studies that employ the Bayesian approach
to check the robustness of the explanatory varsabted in the cross-section studies on economic
growth [Doppelhofeet al, (2000), Fernandezt al, (2001)] were considered. The Bayesian technique
was also recently used in regional studies. Fomgie, examining the Spanish case, Ledn-Gonzalez
and Montolio (2004), found that the initial levell per capita GDP and some types of private and
public investment are strongly related to growtlthdéd variables, such as human capital proxies and
the sectoral composition of production — measungdhle relative share of agriculture and industry
product — have a relatively high inclusion probiil On the basis of these studies, the model
estimated included the subsequent control varialiesshare of gross fixed investment on regional
GDP (nvestment a proxy of human capital, given by the averagmimer of years of schooling for
each region%choo); the shares of agriculturah@riculture) and industrial Ibdustry) employment in
total regional employment. Data on regional GDRegtment and sectoral employment are derived
from the Regional accounts database publishedtay (B005; 2007), while the years of schooling are
calculated on the basis of estimation containediacone (2004).

3.2. Evidence on convergence

The literature on convergence among the lItalianoregis very extensive [Paci e Pigliaru,
(1996); Terrasi, (1999); Ciriaci, (2001); Vamvalkidi(2003); Maffezzoli, (2006); Magrini, (2007);
Daniele, (2008)]. Even if the methods and the gkegamined in these studies are diverse, main
findings show how a process of absol@teonvergence in per capita GDP took place durirg th
period 1960-1975, while in the subsequent perigioral disparities remained stable or, in certain
phases, increased. Only in recent years, notahlinglthe second half of the 1990s, a process of
convergence in productivity and, to a lesser exiarger capita GDP has taken place.

As a first step in the empirical analysis, convergeacross GDP per capita and per worker is
examined. The examination covers the period 1980-20 order to offer a relative long term picture
of the evolution of regional disparities.

Figure 1 illustrates the correlation between theelleof development of the Italian regions
relative to the national average in 1980 and 2dBi& picture displays a substantial stability in the
distribution of per capita GDP4E 0, 90) even if it is possible to note some clesnigp the relative
position of some regions, in particular those i kthezzogiorno.
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Figure 1.Correlation in regional per capita GDP 1980 and720taly = 100)
Source Calculations on IstaRegional Economic Accounts

The process af-convergence is illustrated in Figure 2 that présdéme dynamics over time of
the dispersion (variance) of regional per capitaPGDhe dispersion increased during the period 1980-
95, in which a phase af-divergence occurred, while a slight reduction tenobserved for the
subsequent years. Overall, the degree of dispengorains roughly the same. To examine the
proximate forces at the basis of this dynamicg fiossible to decompose the variance of per capita
GDP according to the following identity:

varin(Y / P) = varin(Y / E) + varin(E/ P) + 2coIn(Y / E),In(E / P)] )

in which Y is the GDP,P population andE the employment. Figure 3 shows the variance of
productivity and unemployment rate. It is easy lbseyve how the phase efdivergence in GDP per
capita is mainly explained by the increase in thigpetsion of regional employment rates. The
variance of productivity exhibits a decreasing drbetween 1980 to 1999, remaining roughly stable in
the subsequent period. This description suggeatdtfik Italian regions converged mainly in terms of
productivity, while the convergence in per capif2af3was a weaker process.
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Figure 2.Variance of per capita GDP among Italian regio®80t2007
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Source: Calculations on IstaRegional Economic Accounts
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Figure 3.Variance of GDP per worker and of employment ra@0-2007.
Source Calculations on IstaRegional Economic Accounts

Table 1 report the results of regressions of tlwwtr rates on the initial levels of GDP per
capita and labour productivity. Both in pooled O&&l fixed effects (FE) estimations theoefficient
is negative and significant, but the value dihdicates that the model is not robust for peiitea@DP,
while it has a sufficient explanatory power for gotivity. The values of the F statistic and of the
Hausman'’s test show, in fact, how the FE modebissistent, while the OLS is not adequate for the
nature of the data.
Table 1.Absolutep-convergence

GDP per capita growth Productivity growth

Pooled OLS FE Pooled OLS FE
Const 0.0779** 0.2812** 0.3039** 0,4441**

(3.822) (7.467) (11.12) (13,67)

Logy -0.0065** -0.0278** -0.0277** -0,0411**

(-3.114) (-7.061) (-10.65) (-13,27)
F stat. 1.10 0.61

[0.36] [0.88]

Hausman
N 100 100 100 100
Adj. R 0.03 0.05 0.20 0,13
InL 326.8 338.6 329.3 336,2

5-years annual growth rates. T-statistics in pdes#s. * indicates significance at the 10 perceweli **
indicates significance at the 5 percent level. Foand Hausman's tests, p-value are reported in sduare
parentheses; a low p-value counts against the hypibthesis that the random effects model is comsisin
favour of the fixed effects model.

3.3. Public spending and regional growth

Before analysing the role of public spending, terial distribution is examined. Data show that
the regions of the Centre-North, where 64% of dtalpopulation live, received over 71% of total
expenditure, while the South just 28,5% (Table The disaggregation of expenditure in macro-
categories confirms that the Centre-North areaivedethe largest part of spending flows (Table 3),
both current and for development expenditure irti@aar. Significant differences can be observed
even when the expenditure is calculated in pertaapims. An inhabitant of the Mezzogiorno area
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received, on average, 9,103 euro of current an@6lebiro of capital expenditure, while an inhabitant
of the Centre-North area, 13,078 and 2,022 eurpexively (Table 4). In per capita terms, the
distribution of public spending has, clearly, piéged the more developed part of Italy.

Table 2.Centre-North and Mezzogiorno: main indicators anllip spending (Italy = 100)
Population GDP GDP per capite Total public expenditure

Centre-North 64,1 75,9 117,1 71,5
Mezzogiorno 35,9 24,1 67,8 28,5
Source Calculations on Istat and RPA Database.

Table 3.Territorial distribution of public expenditure, 182007 (%)
Categories of expenditure Centre-North

Capital 68,5
Current 72,0 28,0
Investment 71,2 28,8

Development 66,2 33,8

Calculated on cumulated values in current pricegalare referred to the “enlarged public sector”.
Source Calculations on RPA Database.

Table 4.Public expenditure, average 1996-2007
As a % of GDP Per capita

Centro-Nord Mezzogiorno Centro-Nord Mezzogiorno
Correnti 41.0 50.0 13,078 9,103
Capitale 4,5 7.5 2,022

Investimenti 2.1 3.2 958 693
Sviluppo 3.4 6.5 1,227

In current prices. Data are referred to the “erddrgublic sector”.
Source Calculations on RPA Database.

Figure 4 illustrates the relationship between mubkkpenditure for development and the per
capita GDP in the twenty Italian regions. It isye&s see that there is no correlation between e t
variables: in the considered decade three Nortlitadian regions with “Special statute”, (Valle
d’Aosta, Trentino Alto Adige and Friuli Venezia @a) received the highest share of spending flows;
other regions, such as Sicily, Campania, Apulia @athbria (the less developed) the lowest share.
The regional distribution of public expenditure s some important elements for consideration of
the implementation of regional policy. In a natiarwhich profound regional development disparities
exist, the distribution of financial resources aiha territorial re-balancing should privilege #reas
lagging behind. It does not seem to be the caskabf, despite the fact that the programming
documents and Development plans established tBatof3he public spending total should have gone
to the Mezzogiorno area [Viesti (2009)].
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Figure 4. Public expenditure for development and per capid — average 1996-2007. Source: Calculations
on Istat and RPA Database.
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Table 5 reports the results of FE estimations, mctv the dependent variable is the rate of
growth of labour productivity and different cateigsr of expenditure are considered. The results
suggest the existence of conditional convergenagh Bhe capital and development expenditure
categories seem not to have influenced regionalvtiiowhile the current expenditure exhibits a
positive and significant correlation. Regions wathHarge agricultural employment share have grown
faster: this result is consistent with the hypoithed conditional convergence, given that in thesle
developed regions the share of the agriculturabsés, on average, larger.

Table 5.Public spending and productivity growth: all region
) ) ©) 4 ®) (6)

3.382%  3.013*  3.374*  3.989%  3.614*  3.981%
(8.01) (8.70) (7.91) (8.52) (11.80) (8.64)

-0.3191*  -0.2901* -0.3183** -0.3863** -0.3506** -0.3858**

(-8.12) (-8.74) (-8.01) (-8.90)  (-12.24)  (-9.01)

Development exp. 0.1305 0.1538
(0.91) (0.87)
Current exp. 0.1283* 0.0915**
(4.64) (2.50)
Capital exp. 0.1421 0.1718
(2.00) (2.01)
Investment -0.2346**  -0.1290**  -0.2386**

(-2.20) (-1.99) (-2.32)

Agricolture 0.0915** 0.0889** 0.0913**

(2.64) (2.91) (2.66)

Industry -0.0836  -0.1008  -0.0836
(-1.08) (-1.32) (-1.11)

School 0.0913**  0.0684**  0.0919**

(6.13) (4.61) (6.30)
Hausman 55.3 87.6

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Ad;. 0.30 0.37 0.30 0.39 0.41 0.39

InL 330.5 335.7 330.6 340.1 341.7 340.4
Two-years annual growth. Fixed effect estimatestdlistics in parentheses. * indicates significaacéhe 10
percent level; ** indicates significance at the &rgent level. For Hausman'’s tests p-values arerieghan
squared parentheses; a low p-value counts aghmsiuil hypothesis that the random effects modebissistent,
in favour of the fixed effects model.

Different results are obtained when the samplengity regions is split into groups. Table 6
reports the results for the twelve Centre-Northieg It is possible to observe a positive and
significant correlation between the three categooeexpenditure and growth, even when the control
variables are included. In the Southern regiongdbalts presented in Table 7 show quite a differen
situation: in fact while in the basic specificatboit is possible to find a significant relationship
between public spending and growth (with developmamd capital expenditure with negative
coefficients), when controls are inserted the dati@ens are weak. In all estimations, the Hausman’s
test confirms that FE model is consistent withrih&ure of dataset.
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Table 6.Public spending and productivity growth 1996-2006ntre-North regions

(1) () ©) (4) (®) ©)

2.830% 2.309% 2.804% 2.961* 3.143% 2.968*
(8.79) (5.30) (8.90) (6.32) (9.70) (6.45)

-0.2669** -0.2211** -0.2644** -0.2760** -0.3067** -0.2766**

(-8.70) (-5.41) (-8.80) (-5.87) (-9.74) (-5.97)

Development 0.3709** 0.3873*
exp.

(3.18) (2.22)

Current exp. 0.1097** 0.1079**
(2.39) (2.27)
Capital exp. 0.3843** 0.3924**
(3.18) (2.16)
Investment -0.2882* -0.2702* -0.2764*
(-1.83) (-1.98) (-1.81)
Agricolture -0.1374 -0.0644 -0.1332
(-0.88) (-0.55) (-0.85)
Industry -0.0786 -0.0617 -0.0842
(-0.74) (-0.60) (-0.78)
School 0.0437** 0.0853** 0.0446**
(2.58) (5.94) (2.67)
Hausman
[0.00] [0.00] [0.00] [0.00] [0.00] [0.00]
n 60 60 60 60 60 60
Adj. R 0.31 0.20 0.31 0.30 0.22 0.30
InL 210.5 206.1 210.5 213.0 209.7 212.8

Two-years annual growth. Fixed effect estimatestdlistics in parentheses. * indicates significaacéhe 10
percent level; ** indicates significance at the &rgent level. For Hausman'’s tests p-values arerieghan
squared parentheses; a low p-value counts aghmsiul hypothesis that the random effects modebissistent,
in favour of the fixed effects model.

The results obtained can be explained in the bifiprevious literature on the effects of regional
policy in Italy. Firstly, caeteris paribusthe impact of financial resources on productivgiypwth
depends not only on their quantity, but also on effeciency of their allocation. In general, this
concerns different resources, both those aimedhyiqal capital accumulation and those devoted to
human capital formation.

Table 7.Public spending and productivity growth 1996-2086uthern regions

(1) ) ©) (4) (5) ©)

4.145 3.757* 4.161%* 4.731% 4.058* 4.703*
(6.77) (15.49) (6.75) (6.75) (20.21) (6.95)

-0.3910** -0.3647** -0.3928** -0.4503** -0.3919** -0.4498**

(-6.80) (-16.05) (-6.76) (-8.88) (-22.34) (-9.04)

Development  -0.3181** -0.2039
exp.

(-3.00) (-0.64)

325



Journal of Applied Economic Sciences

Current exp. 0.1401** 0.0965
(5.24) (1.68)
Capital exp. -0.2884** -0.1416
(-3.61) (-0.49)
Investment -0.1154 -0.1123* -0.1341

(-0.84) (-1.94) (-1.07)

Agricolture 0.0897* 0.0761**  0.093*
(3.62) (2.99) (3.53)

Industry -0.2413 -0.1544 -0.2273
(-1.20) (-1.37) (-1.20)
School 0.0938* 0.0569*  0.0976*

(4.22) (2.05)

(4.57)
Hausman

[0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Ad. 0.45 0.51 0.44 0.48 0.49 0.47
InL 129.9 132.2 129.5 133.8 134.2 133.5

Two-years annual growth. Fixed effect estimatestalistics in parentheses. * indicates significaate
the 10 percent level; ** indicates significancela 5 percent level. For Hausman’s tests p-valuesegported in
squared parentheses; a low p-value counts agamsiuil hypothesis that the random effects modebissistent,
in favour of the fixed effects model.

In the case of Italy, some studies proved thatrttezvention policies for the development of the
Mezzogiorno area had indirect effects — such agdhdorcement of rent-seeking behaviour - that
notably limited the policies’ effectiveness [Del Me e Giannola, (1997)]. Differences between North
and South were also found for human capital allonsamong sectors, with a large prevalence of less
productive activities (such as those in the pubkctor) in the Mezzogiorno [Di Liberto (2001)].
Secondly, great waste and inefficiency in the usinancial resources and in public investments are
documented [Rossi, (2005)]. Finally, as shown bgtady of Marrocu and Paci (2005) different
impacts of the productive inputs exist between Nlogth and the South. These authors estimated a
production function for Italy for the period 199638, showing that the stock of public capital
exhibits different degrees of elasticity for theotwmacro-areas of the Country. More specificallg th
economic infrastructures, which account for theydat proportion of the public stock, were much
more productive in the South compared to the reghe Country. In contrast, all the other types of
public intervention showed a negative impact in $oeith and a low impact in the Centre-North. The
cited analysis leads to the conclusion that inNtezzogiorno the regional and local administrations
are much less efficient in delivering public furtdan in the rest of Italy.

4. Conclusive remarks

This paper has examined the evolution of regiongpatities in Italy and the relationship
between public spending and productivity growthe Tésults obtained can be summarised as follows.
During the period 1980-2007, regions convergedifiggmtly in productivity levels but much less so
in per capita GDP. Despite the profound regionapdliities existing among the lItalian regions, the
distribution of public spending has not privilegbeé less developed areas. In per capita termscin f
the Centre-North received a higher public expemdithan the South. Differences in advantages for
the less developed regions can be found if theradipee is considered as a share of GDP.

The regression analysis shows how the impact ofigpapending on growth differs, dependent
upon the regions and the categories of expendittesn the entire sample is considered, a positive
relationship between current expenditure and priddtycgrowth is found. If the sample is split into
Northern and Southern regions, the estimates ledifferent results. In the first group, composéd o
the most developed Italian regions, results sh@esitive and significant correlation between cdpita
public expenditure and growth, while in the lesvaleped Southern regions productivity growth
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results as only weakly linked to current expenditubespite the fact that the analysis refers to a
relatively short period of time, it is coherent vthe findings of previous studies and tends t@esg
the existence of differences, not only in the amadrinancial resources devoted to the North dred t
South of Italy, but also in the efficiency of thaltocation.
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European Research Centre of Managerial Studies in Business Administration
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The 31 International Conference on

»Further Challenges for a Competitive Management”
Craiova, Romania, 23- 24 October 2009

.Further Challenges for a Competitive Management”is an international conference
devoted to research in all branches of economidsanouraging the application of economic
analysis to specific problems in both the publid gmivate sectors. It particularly fosters
quantitative studies, the results of which ares# in the practical field, and thus help to bring
economic theory nearer to reality.
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