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Abstract:  

This paper estimates the size and timing of state-level shifts of the Beveridge Curve to examine changes in US labour 

market conditions during the Great Recession. Compared to a benchmark based on each state’s share of unemployed, states 

in the Southwest, Southeast, and Mid-Atlantic experienced excess shifts. The timing of the shifts is heterogeneous, with 35 

states shifting between November, 2009 and March, 2010. Regression evidence shows that population growth, higher 

construction and natural resource employment, house price appreciation, and urbanization explain the size of the state shifts, 

which suggests that diverse factors contributed to the shifts in the Beveridge curve. 
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Introduction  

The Beveridge curve is the inverse relationship between the unemployment rate and the vacancy rate in 

many developed countries’ labour market data, including for the United States as shown in Figure 1.  

Two of its features help macroeconomists organize their study of the labour market. First, a stable 

relationship can persist for years, such as for the December, 2000 to August, 2009 data in Figure 1, which shows 

the cyclical behaviour of the unemployment-vacancy relationship. The canonical labour market Diamond-

Mortensen-Pissarides model describes this cyclical relationship as primarily from changes in vacancy creation in 

the search and matching process between the unemployed and unfilled vacancies (Elsby et al., 2015). Second, a 

rightward shift in the relationship can indicate that the labour market matching process has become less efficient. 

These shifts have typically occurred during recoveries in the United States since 1950, including during the recovery 

from the Great Recession, as shown by the data after August, 2009 in Figure 1 (Diamond & Şahin, 2015). 

Policymakers closely studied the causes of the Great Recession shift in the Beveridge curve since the longer-

lasting potential causes helped them understand the sluggish labour market recovery from the Great Recession 

(Federal Open Market Committee, 2013). 
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Figure 1: National Beveridge curve 2000-2009 and Great Recession shift 

 
Source:  Author’s estimates 

State-level differences in the severity of the Great Recession can help inform about the potential causes of 

the Great Recession shift in the Beveridge curve. For example, Holmes & Otero (2020) examine pairwise Beveridge 

curves between states and find that housing and labour force participation differences across states helped reduce 

matching efficiency and contributed to shifts. This paper focuses on the Beveridge curves of individual states by 

decomposing the national Beveridge curve by state and constructing a novel benchmark to help identify states that 

contribute more or less than expected compared to the benchmark shift. The state excess shifts in their Beveridge 

curves are closely related to differences in states’ relative labour market weakness during the aftermath of the 

Great Recession. States in the Southwest, Southeast, and Mid-Atlantic generally account for more of the shift than 

the benchmark, while states in the Great Plains, Great Lakes, and northern New England account for relatively 

less. Regression evidence based on the excess shifts suggests states that were more urbanized, were growing 

faster before the Great Recession, had relatively more workers in construction and natural resource extraction, and 

had higher house price appreciation between 2000 and 2006 contributed more to the outward shift in the Beveridge 

curve. Using a Quant likelihood ratio test to detect a structural break in each state’s Beveridge curve, the timing of 

each state’s shift around the Great Recession is examined. Thirty-five states and the District of Columbia had a 

breakpoint between November, 2009 and March, 2010. The remaining states mostly shifted in early 2007 or 2011, 

and there were few regional patterns in the timing of the shifts. 

1. Literature Review  

This paper is related to the literature on the Beveridge curve in three ways. First, it contributes to studying 

the Great Recession shift in the Beveridge curve. Beyond acknowledging the importance of long-term 

unemployment, there is little agreement on a single cause of a shift in the national Beveridge curve during the Great 

Recession since there are many potential causes of increased labour market matching inefficiency. Potential 

causes include more generous unemployment insurance (Bova et al., 2018), reduced worker mobility from housing 

market problems (Karahan & Rhee, 2019 and Holmes & Otero, 2020), skills mismatch (Şahin et al., 2014), 

uncertainty (Leduc & Liu, 2016), and diminished firm recruiting intensity (Davis et al., 2013). The diverse findings 

of the literature suggest complex causes of the shift. The state-level shifts are explored to help show the complex 

potential causes.  
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Second, it extends the Beveridge curve decomposition method of Ghayad & Dickens (2012) by creating 

benchmark shifts for each state and allowing for heterogeneous timing of the shifts. While Ghayad and Dickens’ 

(2012) and Ghayad (2013) decompose the US Beveridge curve during the Great Recession by age, education, 

industry, and reason for unemployment, this paper focuses on a decomposition by state. States with large excess 

shifts show their labour market weakness as their relative share of the national unemployed increases. The flexible 

decomposition method is also compatible with different functional forms of the Beveridge curve, benchmarks, and 

methods to estimate breakpoints, and it can be used, even when local data on vacancies is unavailable. The 

benchmark methodology would help researchers and policymakers decompose shifts in the Beveridge curve by 

other categories, such as by sector or demographic groups, to highlight how different groups or sectors perform 

relative to each other after a shift in the Beveridge curve. 

Third, the decomposition method can help the study of subnational Beveridge curves. Some past studies 

have focused on the long-term Beveridge curves of states, regions, and provinces, such as in Canada (Samson, 

1994 and McPherson & Flores, 2012), Australia (Dixon et al., 2014), Germany (Kosfeld et al., 2008), Romania 

(Lincaru, 2010), and the United Kingdom (Wall & Zoega, 2002).  

Other studies have focused on short-term shifts in the Beveridge curve from events, including for the Great 

Recession (Holmes & Otero, 2020) and the COVID-19 pandemic in the United States (Kindberg-Hanlon & Girard, 

2024; Figura & Waller, 2024), for the influx of Syrian refugees in Turkey (Begen et al., 2023), for labour market 

reforms in Italy (Altavilla & Caroleo, 2013 and Destefanis & Fonseca, 2007), for a post-Great Recession shift in 

Austria (Böheim & Christl, 2022), and for a period of high unemployment in the Slovak Republic (Nota, 2008). 

Studies have also sought to compare Beveridge curves of regions or groups of countries with area-wide 

policymaking in mind, such as and Gökten et al. (2024) for the European Union and Destefanis et al. (2023) for the 

OECD.  

This study extends decomposition methods used to study subnational Beveridge curves by showing how 

the decomposition with benchmarks can be used to show unexpected relative changes in state labour market 

trends and how those changes relate to the causes of the shifts of the Beveridge curve. Policymakers can use the 

results to find areas of unexpected labour market weakness relative to historical state (or region) trends that 

changes in the unemployment rate alone cannot illustrate. Since the timing of the shifts can differ by state, 

identifying the causes of a regional shift before it spills over can also help policymakers contain problems before 

they spill over. 

Below, Section 2 details the Beveridge curve equation methodology and data. Section 3 discusses the shift 

results and the causes of the shifts. Section 4 explores extensions and robustness checks to the decomposition 

methodology.  

2. Research Methodology 

This section describes the model that builds the Beveridge curve for the decomposition. There are four steps 

to the decomposition. First, an equation that describes the Beveridge curve relationship between vacancies and 

unemployment is derived. Second, the Beveridge curve is estimated, the timing of a breakpoint, if any, is determined 

for each state, and the stable relationship between vacancies and unemployment before the breakpoint is re-

estimated. Third, the actual unemployment in each state is compared to that predicted by the Beveridge curve after 

the break, which gives the increase in unemployment controlling for vacancies termed the shift in the Beveridge 

curve. Finally, a benchmark for how much increased unemployment would be expected in each state is calculated 

to determine whether each state accounts for more or less of the overall shift in the Beveridge curve than expected. 

The first step is discussed in Section 2.1, the remaining steps are discussed in Section 2.2, and the unemployment 

and vacancy data are discussed in Section 2.3. 
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2.1. Derivation of the Beveridge Curve 

A regression equation that describes a convex, downward-sloping Beveridge Curve relationship between 

vacancies and unemployment can be derived from an extension of the continuous time labour market model of 

Blanchard & Diamond (1989) as modified by Dickens (2009). The Dickens (2009) model is modified to derive the 

Beveridge curve regression equation that is the basis for the decompositions below. 

The model economy focuses on a continuum of firms’ decisions to enter and operate facing uncertainty 

about their profits, a shock affecting their price, and irreversible capital purchase decisions. In this economy, each 

firm needs to hire a single worker to operate and knows their log real cost of production, 𝑤. Firm 𝑗’s nominal log 

price at time 𝑡 is 𝑝𝑗,𝑡 and can be decomposed as follows: 

𝑝𝑗,𝑡 = 𝑝𝑡 + 𝑧𝑗,𝑡 ,                                                                                                                                                           (1) 

where: 𝑝𝑡 denotes the natural log of the aggregate price level. The real price that each firm can charge, 𝑧𝑗,𝑡, is a 

firm-specific shock that changes in jumps at rate 𝑐 and follows a uniform distribution: 

𝑧𝑗,𝑡 ∼ 𝑈(𝑎, 𝑏) 

𝑎 < 𝑤 < 0 < 𝑏, 𝑏 − 𝑎 = 1. 

The aggregate price level 𝑝𝑡 is the geometric average of all firms’ prices and is unobserved by individual 

firms. Firms cannot observe 𝑝𝑡, so they formulate a common guess for the aggregate price level 𝑝𝑡
𝑒 such that 𝑒𝑡 

is the error in their perception: 𝑒𝑡 = 𝑝𝑡 − 𝑝𝑡
𝑒. While the shock changes infrequently, the aggregate price level is 

always changing as shocks arrive at other firms and affect their entry and exit decisions. 

New firms decide to enter and produce and existing firms decide to produce based on 𝑝𝑡
𝑒. Firms produce 

so long as perceived markup exceeds the real cost of production: 

𝑝𝑗,𝑡 − 𝑝𝑡
𝑒 > 𝑤. 

New potential firms are created at rate 𝑠 and must decide if they will enter and hire, and existing firms must 

decide if they will continue operating when they receive a new shock and price. Since new entrants and existing 

firms face the same profitability problem, they have the same decision rule. Define 𝐹𝑡 as the fraction of new potential 

firms that hire and the fraction of existing firms receiving a new shock that continue operating. It follows that a 

fraction 1 − 𝐹𝑡 of new potential firms decline to enter, while 1 − 𝐹𝑡 of existing firms with a new shock exit. 

The unemployed match with vacancies following a standard1 Cobb-Douglas matching function: 

𝑀(𝑈𝑡 , 𝑉𝑡) = 𝐴𝑉𝑡
𝑞𝑈𝑡

1−𝑞 .                                                                                                                                        (2) 

The matching function depends on the number of unemployed 𝑈𝑡, vacancies 𝑉𝑡 and the efficiency of the 

matching process 𝐴, and 0 < 𝑞 < 1. Changes in vacancies are described by their equations of motion: 

𝑑𝑉𝑡 = 𝑠𝐹𝑡 − 𝑐(1 − 𝐹𝑡)𝑉𝑡 − 𝑀(𝑈𝑡 , 𝑉𝑡).                                                                                                             (3) 

The rate at which vacancies are created when entering firms decide to post a vacancy is 𝑠𝐹𝑡. Vacancies 

are eliminated when newly created firms that have yet to fill their vacancy receive a new price that causes them to 

exit (𝑐(1 − 𝐹𝑡)𝑉𝑡) or a vacancy is filled (𝑀(𝑈𝑡 , 𝑉𝑡)). Changes in unemployment are described by its equation of 

motion: 

𝑑𝑈𝑡 = 𝑐(1 − 𝐹𝑡)(𝐿𝑡 − 𝑈𝑡) − 𝑀(𝑈𝑡 , 𝑉𝑡),                                                                                                          (4) 

 
1 See Petrongolo & Pissarides (2001) for a discussion of this type of matching function. 
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where 𝐿𝑡 is the labour force at time 𝑡. Firms’ layoff their worker when they receive a new price that forces exit 

(𝑐(1 − 𝐹𝑡)(𝐿𝑡 − 𝑈𝑡)), and unemployed workers find a job when matched (𝑀(𝑈𝑡 , 𝑉𝑡)). 

The long-run equilibrium of the model is defined by the values of 𝑉𝑡 and 𝑈𝑡 when 𝑒𝑡 = 0, 𝑑𝑉𝑡 = 0, and 

𝑑𝑈𝑡 = 0. Further, the number of potential firms created 𝑠𝐹𝑡 should equal the number of firms destroyed. The 

number of firms destroyed at each instant 𝐷𝑡  is: 

𝐷𝑡 = 𝑐(1 − 𝐹𝑡)(𝑉𝑡 + 𝐿𝑡 − 𝑈𝑡). 

Define 𝐽𝑡 as the number of existing and potential firms (𝐽𝑡 = 𝑉𝑡 + 𝐿𝑡 − 𝑈𝑡 ), and define 𝑔𝑡 =
1−𝐹𝑡

𝐹𝑡
. The 

number of jobs destroyed becomes: 

𝐷𝑡 = 𝑐𝑔𝑡𝐽𝑡𝐹𝑡 . 

In the long-run equilibrium, if potential firms created equals firms destroyed (𝑠𝐹∗ = 𝐷∗ where variables with 

an asterisk are at their long-run equilibrium value): 

𝑠𝐹∗ = 𝑐𝑔∗𝐽∗𝐹∗ 

𝑠 = 𝑐𝑔∗𝐽∗.                                                                                                                                                                 (5) 

Equation (5) allows a restatement of the law of motion of vacancies (3) to: 

𝑑𝑉𝑡 = 𝑐𝑔∗𝐽∗𝐹𝑡 − 𝑐(1 − 𝐹𝑡)𝑉𝑡 − 𝑀(𝑈𝑡 , 𝑉𝑡).                                                                                                     (6) 

In the long-run equilibrium where 𝑑𝑉𝑡 = 0 and 𝑑𝑈𝑡 = 0, 𝐹𝑡 can be solved out of (4) and (6), which leads 

to: 

(1 − 𝑢𝑡) = [1 +
𝑗𝑡

𝑔∗𝑗∗
]

𝑀(𝑢𝑡 , 𝑣𝑡)

𝑐
                                                                                                                       (7) 

Here, real variables in their lower-case values are the original variables denoted in upper case divided by 

the labour force 𝐿𝑡. 

Taking the natural logarithm of both sides of (7) and using (2) yields: 

𝑙𝑛 (
1 − 𝑢𝑡

𝑢𝑡
) = 𝑙𝑛 (

𝐴

𝑐
) + 𝑞𝑙𝑛 (

𝑣𝑡

𝑢𝑡
) + 𝑙𝑛 (1 +

𝑗𝑡

𝑔∗𝑗∗
) 

Treating the first term and the mean of the third term of the right-hand side of the equation as the constant 

of a regression and the remaining part of the third as the residual yields a regression estimation equation of a 

downward-sloping Beveridge curve: 

ln (
1 − 𝑢𝑡

𝑢𝑡
) = 𝛽1 + 𝛽2ln (

𝑣𝑡

𝑢𝑡
) + 𝜖𝑡                                                                                                                     (8) 

𝑡 = 𝑇0, . . . , 𝑇1,𝑖 

Equation (8) fits a nonlinear relationship between vacancies and unemployment like that shown for the 

national data in Figure 1, and the paper uses a state-level version of this equation in the decomposition of the 

Beveridge curve in Section 2.2. As can be shown by rearranging this equation for vacancies in terms of 

unemployment as in (10) below, a traditional downward-sloping and convex Beveridge curve relationship between 

vacancies and unemployment results for 0 < 𝑢 < 1 when 0 < 𝛽2 < 1. 
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2.2. Decomposing the Beveridge Curve 

The strategy for the decomposition and estimating the breakpoints and shifts in Beveridge curve by state 

builds from Ghayad & Dickens (2012) and Ghayad (2013). The Beveridge curve relationship for each state between 

the aggregate vacancy rate (𝑣𝑡) and state unemployed as a fraction of the national labour force in time 𝑡 (𝑢𝑖,𝑡) is 

estimated using a modified version of (8) that allows unemployment to differ by state (𝑖): 

ln (
1 − 𝑢𝑖,𝑡

𝑢𝑖,𝑡
) = 𝛽1,𝑖 + 𝛽2,𝑖ln (

𝑣𝑡

𝑢𝑖,𝑡
) + 𝜖𝑖,𝑡                                                                                                            (9) 

The aggregate vacancy rate 𝑣𝑡 is national vacancies divided by the national labour force. While state-level 

vacancy rate data is available, the national vacancy rate data allows for the national Beveridge curve to be broken 

down into the state-level components. These state-level Beveridge curve shifts highlight how state labour markets 

respond to national trends. Our decomposition is by state, while the previous literature considered demographic 

characteristics, sectors, and reasons for unemployment. 

While the previous decompositions in Ghayad & Dickens (2012) and Ghayad (2013) use a fixed, chosen 

date for a breakpoint, we estimate a breakpoint for each state. The first period in the data is 𝑇0, and the breakpoint 

for the Beveridge curve shift for state 𝑖 is 𝑇1,𝑖 after which the Beveridge curve shifts. We estimate the timing of the 

shifts by state using a Quandt (1960) likelihood ratio test, which searches for a single breakpoint in a window of 

dates between January 2007 and December 2012. The test finds the best breakpoint candidate as the date with 

the maximum Chow (1960) test statistic across all possible breakpoints 𝑇1,𝑖 in the window and tests for significance 

of the break. 

After re-estimating the Beveridge curves using data up to each state’s breakpoint 𝑇1,𝑖, we compute the 

horizontal shift in the Beveridge curve state by state for the date of the shift 𝑇1,𝑖 + 1 and each subsequent month 

after the shift to 𝑇2, which is the last month of the data for the post-shift period (𝑡 = 𝑇1,𝑖 + 1, . . . , 𝑇2). This 

computation requires finding the unemployment in each state (𝑢̂𝑖,𝑡) consistent with the national vacancy rate at 

that time. Rearranging (9) allows the vacancy rate to be expressed in terms of the expected unemployment rate 

from the Beveridge curve relationship: 

𝑣𝑡 = (
𝑢̂𝑖,𝑡

𝛽2,𝑖−1
− 𝑢̂𝑖,𝑡

𝛽2,𝑖

𝑒𝛽1,𝑖
)

1
𝛽2,𝑖

.                                                                                                                                  (10) 

A Newton-Raphson root-finding algorithm allows the calculation of 𝑢̂𝑖,𝑡 consistent with (10) for each 𝑖 and 𝑡 

using parameter estimates 𝛽1,𝑖̂ and 𝛽2,𝑖̂ in place of 𝛽1,𝑖 and 𝛽2,𝑖. 

The shift in the Beveridge curve at each state and time (𝑠𝑖,𝑡) is the difference between the actual and 

predicted unemployment using (10): 

𝑠𝑖,𝑡 = 𝑢𝑖,𝑡 − 𝑢̂𝑖,𝑡 .                                                                                                                                                      (11) 

The units of unemployment 𝑢𝑖,𝑡 are relative to the national labour force, so the sum of 𝑢𝑖,𝑡 across states is 

the national unemployment rate. Further, 𝑠𝑖,𝑡 can be thought of as state 𝑖’s contribution to the national Beveridge 

curve shift at time 𝑡. A positive value of 𝑠𝑖,𝑡 indicates higher unemployment above what is consistent with the 

vacancy-unemployment relationship before the shift in the Beveridge curve, and a negative value indicates lower 

unemployment. 

We define a benchmark for the expected Beveridge curve shifts by state to aid in comparing small and large 

states’ shifts. Comparing the actual to benchmark shifts by state helps identify states with relatively worse or better 

labour market experiences during and after the Great Recession, controlling for the size of the states. First, we 
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calculate 𝜋𝑖 as state 𝑖’s mean value of 𝑢𝑖,𝑡 between the initial time of the data (𝑇0) and the first possible breakpoint 

(𝑇∗: December 2006) for each state. 

𝜋𝑖 =
1

𝑇∗ − 𝑇0 + 1
∑ [

𝑢𝑖,𝑡

∑ 𝑢𝑙,𝑡
𝑁
𝑙=1

]

𝑇∗

𝑡=𝑇0

                                                                                                                     (12) 

This state share 𝜋𝑖 is equivalent to state 𝑖’s mean share of the national unemployed over the period 𝑡 =

𝑇0, . . . , 𝑇∗, and 𝑁 is the number of states included in the analysis. The benchmark predicted shift in the Beveridge 

curve for state 𝑖, 𝑠𝑖,𝑡̂, is the state share multiplied by the total shift in the Beveridge curve across states at time 𝑡: 

𝑠𝑖,𝑡̂ = 𝜋𝑖 ∗ ∑ 𝑠𝑙,𝑡

𝑁

𝑙=1

.                                                                                                                                                  (13) 

We express the states’ excess Beveridge curve shifts in the results as the percentage difference relative to 

the expected shift: 

𝑠𝑖,𝑡
𝑒 =

𝑠𝑖,𝑡 − 𝑠𝑖,𝑡̂

𝑠𝑖,𝑡̂
∗ 100.                                                                                                                                          (14) 

This unemployment-based benchmark will highlight states with weak recoveries from the Great Recession. 

In the results below, the excess shifts of states are highly correlated with changes in their share of the national 

unemployed. If a state has a larger Beveridge curve shift than its benchmark (a positive excess shift), then its 

relative share of unemployed nationally is increasing, which indicates a relatively weak labour market in that state, 

and vice versa. States with weak recoveries from the Great Recession may see increases in or stagnating 

unemployment compared to other states. Section 3.3 shows robustness checks for alternative benchmarks, 

including the labour force. 

While the decomposition method focuses on the state Beveridge curves in the United States, it could be 

applied to study recessions and events in other nations or broken down by demographic group. The method relies 

on the existence a Beveridge curve relationship between the area-wide job vacancy rate (here, national) and the 

regions’ unemployment (states). It could be used to study shifts in local labour markets within a state following 

events and reforms where there is a Beveridge curve-like relationship between county unemployment and state job 

vacancies even without county-level vacancy data. Caution should be used when the regional labour markets 

exhibit substantial heterogeneity and do not follow a common trend or when there are insufficient observations 

between structural breaks to establish a stable, baseline Beveridge curve. For example, the method may not give 

reliable results in a decomposition of OECD countries where some members’ labour markets do not follow 

international trends.  Care should then be taken to ensure that there is a Beveridge curve relationship between 

area-wide vacancies and regional unemployment in applications where the strength and stability of this relationship 

is not clear, such as applications to the European Union. 

2.3. Data 

The decomposition uses monthly data from three sources. Vacancy data is from the Job Opening and 

Labour Turnover Survey (JOLTS). State unemployment data is from the Local Area Unemployment Statistics of 

the Bureau of Labor Statistics (BLS). Labour force data comes from the Current Employment Statistics program of 

the BLS. The data is from December 2000 to December 2017. The start of the sample is constrained by data 

availability from JOLTS. All 50 states and the District of Columbia are included in the sample, so 𝑁 = 51. 
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3. Research Results 

The state Beveridge curve results after accounting for the breakpoints in Table 1 show the expected negative 

relationship between vacancies and unemployment since 0 < 𝛽2,𝑖 < 1 for all states.  

Table 1: State Beveridge curve estimation results 

State/District β1̂, se(β1̂) β2̂, se(β2̂) State/District β1̂, se(β1̂) β2̂, se(β2̂) 

Alaska 7, (0,09) 0,34, (0,02) Montana 6,2, (0,07) 0,51, (0,01) 

Alabama 5,22, (0,03) 0,56, (0,01) North Carolina 4,85, (0,02) 0,56, (0,01) 

Arkansas 5,97, (0,04) 0,42, (0,01) North Dakota 7,69, (0,06) 0,3, (0,01) 

Arizona 5,03, (0,03) 0,58, (0,01) Nebraska 6,43, (0,06) 0,41, (0,01) 

California 4,19, (0,01) 0,57, (0,01) New Hampshire 6,08, (0,04) 0,51, (0,01) 

Colorado 5,11, (0,03) 0,57, (0,01) New Jersey 4,94, (0,02) 0,55, (0,01) 

Connecticut 5,2, (0,05) 0,6, (0,01) New Mexico 5,93, (0,07) 0,49, (0,02) 

District of Columbia 6,58, (0,06) 0,44, (0,01) Nevada 5,12, (0,06) 0,64, (0,01) 

Delaware 6,85, (0,11) 0,41, (0,02) New York 4,58, (0,02) 0,54, (0,01) 

Florida 4,49, (0,02) 0,62, (0,01) Ohio 4,84, (0,03) 0,5, (0,01) 

Georgia 4,81, (0,04) 0,59, (0,01) Oklahoma 5,54, (0,08) 0,52, (0,02) 

Hawaii 5,69, (0,07) 0,6, (0,01) Oregon 5,26, (0,03) 0,53, (0,01) 

Iowa 5,81, (0,04) 0,47, (0,01) Pennsylvania 5,02, (0,02) 0,44, (0,01) 

Idaho 5,45, (0,05) 0,62, (0,01) Rhode Island 5,66, (0,07) 0,58, (0,01) 

Illinois 4,79, (0,02) 0,51, (0,01) South Carolina 5,25, (0,05) 0,52, (0,01) 

Indiana 5,07, (0,03) 0,55, (0,01) South Dakota 6,92, (0,07) 0,42, (0,01) 

Kansas 5,85, (0,04) 0,45, (0,01) Tennessee 5,06, (0,04) 0,55, (0,01) 

Kentucky 5,99, (0,07) 0,34, (0,02) Texas 4,58, (0,02) 0,49, (0,01) 

Louisiana 4,77, (0,11) 0,68, (0,03) Utah 5,09, (0,04) 0,66, (0,01) 

Massachusetts 5,16, (0,02) 0,52, (0,01) Virginia 5,1, (0,02) 0,56, (0,01) 

Maryland 5,36, (0,04) 0,5, (0,01) Vermont 6,83, (0,12) 0,44, (0,02) 

Maine 5,97, (0,06) 0,51, (0,01) Washington 5,13, (0,04) 0,51, (0,01) 

Michigan 5, (0,07) 0,45, (0,03) Wisconsin 5,26, (0,03) 0,5, (0,01) 

Minnesota 5,64, (0,05) 0,42, (0,01) West Virginia 6,08, (0,08) 0,46, (0,02) 

Missouri 5,29, (0,03) 0,48, (0,01) Wyoming 6,51, (0,1) 0,52, (0,02) 

Mississippi 5,97, (0,08) 0,39, (0,02)    

 Source:  Author’s estimates 

The timing of breakpoints and size of excess shifts in the Beveridge curve across states are presented in 

Section 3.1. The economic and demographic factors related to the shifts are explored in Section 3.2. 
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3.1.  State Beveridge Curve Shifts 

While most states had Beveridge curve shifts in 2009 and 2010, differences between state and national 

unemployment trends explain early or late state shifts. Thirty-five states and the District of Columbia experienced 

a Beveridge curve shift between November, 2009 and March, 2010 as shown by the baseline results in Figure 2 

and Table 2 column 22.  

Figure 2: Timing of the shifts of the Beveridge curve, baseline results 

 

Source: Author’s estimates 

Table 2: Baseline results, benchmark and functional form robustness 

State/District 

Baseline Results 
2006 

Benchmark 
Labour Force 
Benchmark 

Logarithm Functional Form 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

(1) (2) (3) (4) (5) (6) 

Alaska -78 2008-12 -80,1 -71,2 -76,6 2009-2 

Alabama 24,8 2009-12 45,9 24,8 20,8 2009-12 

Arkansas -77,8 2010-9 -80,7 -78,2 -68,8 2010-9 

Arizona 86,9 2009-11 88,8 81,1 76,4 2009-12 

California 29,1 2010-3 40,4 46,3 25,1 2010-3 

Colorado -26,1 2010-3 -23,5 -28,6 -23,2 2010-9 

Connecticut 86,9 2010-3 62,6 54,8 86,7 2010-9 

District of Columbia 20 2009-11 19,4 49,5 25,5 2010-9 

Delaware 74,8 2008-9 63,9 28,7 69,5 2009-12 

Florida 107,9 2009-12 146,6 84 99,3 2010-3 

Georgia 99,6 2010-3 68,4 74,7 99,4 2010-9 

Hawaii 5,1 2010-9 27,7 -28,4 9,2 2010-9 

Iowa -62,9 2009-12 -64,3 -71,9 -62,3 2010-3 

 
2 The mean calculation start date of January 2010 is when a majority of states have shifted, which avoids overestimating the 

importance of states that shifted relatively early. 
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State/District 

Baseline Results 
2006 

Benchmark 
Labour Force 
Benchmark 

Logarithm Functional Form 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

(1) (2) (3) (4) (5) (6) 

Idaho 8,9 2010-3 35 1,6 8,7 2010-9 

Illinois -6,5 2009-12 7,5 5,7 -7,7 2009-12 

Indiana -21,5 2009-12 -31,6 -27 -20,2 2010-3 

Kansas -85 2009-12 -84,9 -85,8 -82,1 2010-3 

Kentucky -36,2 2008-9 -45,7 -33,1 -27,6 2009-12 

Louisiana -29,7 2008-11 -7,2 -21 56,1 2012-12 

Massachusetts -27,8 2010-3 -33,2 -34,6 -30,1 2010-3 

Maryland 47,2 2009-12 40,5 17,3 43 2010-3 

Maine -37,2 2010-3 -47,5 -47,3 -29,6 2010-9 

Michigan -74,7 2007-1 -79 -70,1 -65,5 2007-1 

Minnesota -52,2 2007-1 -55 -61,8 -48,9 2007-1 

Missouri -52,8 2009-12 -54,8 -53,4 -49,1 2009-12 

Mississippi -51,9 2009-12 -56,9 -43,9 -35,5 2010-9 

Montana -11,5 2009-12 0,5 -26 -14 2009-12 

North Carolina 18,1 2009-12 21,8 26,1 15,2 2010-3 

North Dakota -92,3 2011-12 -93,2 -95,3 -77,3 2012-12 

Nebraska -77,1 2009-12 -76 -84,5 -78,7 2008-12 

New Hampshire -48,5 2011-5 -50,4 -62,5 -46,7 2011-5 

New Jersey 51,5 2010-3 40,8 40,6 46,2 2010-3 

New Mexico 41,6 2009-11 54,9 42,2 61,8 2011-8 

Nevada 215,1 2010-3 193,8 186,1 203,5 2010-3 

New York -4,5 2011-5 4 -0,4 -7,8 2011-5 

Ohio -60,6 2009-11 -64 -58,5 -59,1 2009-12 

Oklahoma -29,5 2009-2 -29,1 -41,2 -37,8 2009-2 

Oregon -60,8 2010-3 -55,4 -48,9 -59,1 2010-3 

Pennsylvania -20,2 2009-12 -22,2 -22,3 -23 2010-3 

Rhode Island 56,2 2010-3 30,2 46,5 58,9 2010-9 

South Carolina -37,7 2009-12 -49 -27,5 -34,2 2010-3 

South Dakota -49,4 2009-12 -51 -68,6 -43,8 2010-3 

Tennessee -3,3 2010-3 -17,9 -7,1 -0,7 2010-9 

Texas -26,5 2010-3 -26,2 -19,9 -27,5 2010-3 

Utah 5,8 2012-12 48,7 -3,7 2,6 2012-12 

Virginia 65,4 2009-12 67,8 13,8 55,3 2009-12 

Vermont -60,7 2007-1 -65,7 -72,9 -54,1 2007-1 

Washington -22,7 2009-11 -16,1 -7,8 -22,9 2009-12 

Wisconsin -59,5 2009-12 -62,1 -62,6 -56,4 2011-5 



Volume XX, Fall, Issue 3(89), 2025 

 411 

State/District 

Baseline Results 
2006 

Benchmark 
Labour Force 
Benchmark 

Logarithm Functional Form 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Excess Shift 
(%) 

Shift Date 
(Y-M) 

(1) (2) (3) (4) (5) (6) 

West Virginia -15,5 2009-11 -13,5 -12,7 -9,3 2010-9 

Wyoming 57,3 2009-8 70,4 14,7 53,9 2009-11 

Mean Abs. Change - - 12,6 9,9 6,5 4,8 m. 

Corr. with Baseline - - 0,973 0,966 0,976  

Source:  Author’s estimates 

The earliest and latest shifting states have unemployment rate trends that differ from the national rate, which 

started a rapid increase in November, 2007 from 4,7% to a peak of 10% in October 2010 and then slowly fell. The 

earliest shifting states in 2007, Michigan, Minnesota, and Vermont, each had rising unemployment in 2007 and 

state-level recessions in 2006 according to state business cycle dating by Flora (2016). Among the latest shifting 

states from late 2010, Arkansas, Hawaii, New Hampshire, and New York had prolonged or secondary peaks in 

their unemployment in 2011 and 2012. 

With the breakpoints in hand, the excess shifts and how they relate to the state changes in unemployment 

are studied. Since the state Beveridge curves estimates rely on the national vacancy rate, their expected 

unemployment changes after the shift represent how state unemployment is expected to respond to national labour 

demand conditions. The shifts are the gaps between the actual and expected unemployment shares from the 

states, and the excess shifts are the mean percentage changes in the shift compared to the benchmark shift, which 

represent the relative recovery of each state from the Great Recession. Policymakers can use the excess shifts to 

identify areas of unexpected labour market weakness given historical trends to identify areas that would benefit 

from stimulus programs, such as job training and workforce development, small business support, and allocations 

for infrastructure programs. Below, the states’ unexpected labour market weakness, the excess shifts, are 

connected to commonly cited causes of the Great Recession and other economic factors. 

There is substantial cross-sectional variation in the size of Beveridge curve shifts. Figure 3 and Table 2, 

column 1 show the mean excess percentage shift in the Beveridge curve by state 𝑠𝑖
𝑒‾  between January, 2010 and 

December, 2017.  

Figure 3: Mean excess shifts of the Beveridge curve (%), baseline results 

 

Source: Author’s estimates  
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States with a positive percentage in Figure 3 are states with a shift larger than the benchmark shift, and 

states between 0 and -100% have a smaller shift than the benchmark. States with a shift less than -100% would 

contribute toward an inward shift in the national Beveridge curve. North Dakota, with the fastest three-year job 

recovery and earliest trough among all states during its relatively mild Great Recession experience, had nearly no 

shift with a -92,3% excess shift (Walden, 2014). Fourteen states had shifts that were less than half of their 

benchmark with an excess shift less than -50%. On the other hand, Nevada accounted for more than triple its 

expected shift with a 215,1% excess shift. Clinger & Rodgers (2010) and Parker & Marshall (2017) note that Nevada 

faced an exceptionally severe Great Recession experience because of rapid decreases in housing prices and a 

fiscal crisis from rapid declines in sales and gaming tax revenue. While the timing of the Beveridge curve shifts 

shows few systematic regional differences, there are regional patterns in the excess shifts. States in the Southwest, 

Southeast, and the Mid-Atlantic include most states with a larger shift than the expected benchmark. In contrast, 

states in the Great Plains, the Great Lakes, Northern New England, and the Pacific Northwest saw smaller shifts 

than the benchmark. 

3.2. What Explains the Excess Beveridge Curve Shifts? 

To examine what affects states’ relative labour market performance after the Great Recession, we estimate 

a cross-sectional regression that relates the states’ mean excess shifts to potential causes and exacerbating factors 

of the Great Recession, and state economic and demographic factors. We estimate the effects of the factors on 

𝑠𝑖
𝑒‾ , which is the mean excess state shift between January, 2010 and December, 2017, by estimating: 

𝑠𝑖
𝑒‾ = 𝛼 + 𝛽𝑋𝑖 + 𝑒𝑖                                                                                                                                              (15) 

where the vector of regressors 𝑋𝑖  include the factors that relate to the causes of the shifts3.  

We note that in applications to other geographies and from different events that the choice of the regressors 

will depend on the potential causes of shifts and the characteristics of the events and areas studied. We include 

the house price appreciation rate between 2000 and 2006 as a regressor to explore how volatile housing markets 

contributed to later labour market problems as supported by Karahan & Rhee (2019). Following Glaeser et al. 

(2008), which finds urban areas are more prone to housing market volatility than rural areas because of a more 

inelastic supply of homes, we include the urbanization rate4. We also include region dummies to help control for 

region-specific factors and geographic mismatch, sectoral employment shares to detect higher unemployment 

because of skills mismatch as supported by Şahin et al. (2014), and the population growth rate as an additional 

demographic factor5.  

The regression does not include regressors from the post-shift period to avoid concerns about simultaneity 

and to ensure that policymakers can study the excess shifts with information available prior to the shifts, though 

they could be studied through the dynamics of the excess shifts in future research. The results in column 1 of Table 

3 suggest excess shifts depend significantly on a variety of factors6. 

  

 
3 We choose the end date for the study of the shift (T2) as December 2017 since the national Beveridge curve had shifted 

nearly back to its pre-Great Recession level by that time, as noted in Lubik (2021). 
4 The urbanization rate is the state urbanization rate reported from the 2000 Census. 
5 Population growth (2000–2006) is from Census State Intercensal Tables; house price appreciation (Q4 2000–Q4 2006) from 

the Federal Housing Administration; and sectoral employment shares (Dec 2000–Dec 2006) from BLS Current Employment 
Statistics. 

6 The West region and the government employment share dummies are omitted from the regression, so the parameter 
estimates for the region dummies are relative to the West region, and the employment share parameter estimates are relative 
to government sector employment. 
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Table 3: Regression results for factors related to the excess shifts 

Independent Variables 
Baseline Alt. Causes Housing Int. Industries 

(1) (2) (3) (4) 

Population Growth Rate (%/year) 
35,125*** 29,603* 35,776*** 31,004*** 

(12,255) (15,682) (12,419) (11,362) 

Urbanization Rate (%) 
1,301*** 1,019 1,177** 0,931 

(0,492) (0,845) (0,592) (0,625) 

House Price Appreciation Rate (%/year) 
6,152** 6,932** 7,643*** 5,076* 

(2,830) (3,428) (2,386) (2,769) 

Private Service Share (%) 
1,233 1,148 1,380  

(2,071) (2,122) (2,366)  

Manufacturing Share (%) 
1,203 0,918 0,514 -0,151 

(2,203) (2,310) (2,666) (2,003) 

Construction and Resource Share (%) 
10,835*** 11,310*** 10,517*** 8,279*** 

(2,850) (3,194) (3,068) (2,843) 

Midwest 
34,295 28,875 75,899* 30,453 

(21,055) (22,551) (44,730) (25,198) 

Northeast 
59,914** 56,627* -30,278 79,375** 

(29,835) (33,302) (88,066) (32,197) 

South 
57,893*** 44,943 83,791* 45,484* 

(19,035) (30,286) (50,779) (24,176) 

Recipiency Rate (%) 
 -0,315   

 (0,750)   

Small Bus. Share (%) 
 -1,247   

 (2,359)   

Midwest*Housing Appreciation 
  -6,558  

  (5,236)  

Northeast*Housing Appreciation 
  9,501  

  (6,425)  

South*Housing Appreciation 
  -2,803  

  (3,997)  

Trade, Trans., and Util. 
   -3,823 

   (3,595) 

Information 
   -16,778* 

   (9,536) 

Financial Activities 
   7,824 

   (5,303) 

Prof. and Bus. Services 
   1,165 

   (3,044) 

Education and Health Services    -6,122 
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Independent Variables 
Baseline Alt. Causes Housing Int. Industries 

(1) (2) (3) (4) 

   (4,599) 

Other Services 
   -1,033 

   (11,953) 

Constant 
-377,329*** -268,488 -385,174** -90,966 

(143,629) (231,927) (154,066) (128,241) 

Adjusted 𝑅2  0,668 0,655 0,661 0,677 

Residual Std. Error 
35,282  

(df = 41) 

35,929  

(df = 39) 

35,607  

(df = 38) 

34,768  

(df = 36) 

F Statistic 12,155*** 9,638*** 9,139*** 8,491*** 

Note: Sample size is 51. White (1980) robust standard errors in parentheses, *p<0,1; **p<0,05; ***p<0,01. 

Source: Author’s estimates 

The full results in column 1 suggest that population growth, urbanization, house price appreciation, and 

employment in the construction, natural resource, and mining super sectors are all associated with significant and 

higher excess shifts. These results suggest that skills mismatch and housing market issues were significant factors 

in states’ relative labour market recovery after the Great Recession with some role for geographic mismatch. The 

higher excess shifts for states with more construction and natural resource employment are consistent with Şahin 

et al. (2011), which finds that construction sector employment losses were significantly higher than in other sectors 

and could be a significant driver of shifts in the Beveridge curve. While the Northeast and South regions have 

significant and higher shifts relative to the West region, geographic mismatch does not appear to be the primary 

cause of the Beveridge curve shifts. One reason is that small states would not account for a substantial change in 

national unemployment unless they account for several times more of a shift in the Beveridge curve than expected. 

While Nevada, with a 2010 Census population of 2,7 million, accounts for more than triple its benchmark shift, the 

national unemployment rate would only fall by about 0,03% if its unemployment was at its benchmark expected 

level. A shift caused by significant geographic mismatch would require differences in unemployment trends between 

populous states that would cause large inward and outward shifts in the Beveridge curve or significant differences 

in the timing of unemployment changes, neither of which are suggested by the baseline results. 

We consider some alternative regression specifications to explore the robustness of the cross-sectional 

regression results about the excess shifts. First, the sensitivity of the results to additional factors that could explain 

shifts in the Beveridge curve is examined, and these factors are included in Xi. The average recipiency rate of 

unemployment insurance benefits is included to control for state differences in unemployment insurance availability 

and use7. Also, the share of employment in a state by small businesses with fewer than 500 employees is used to 

control for the disproportionately negative impact of weak demand, uncertainty, and credit conditions on small 

businesses documented by Şahin et al. (2011)8. The results in column 2 of Table 3 include these additional factors. 

Neither of the added variables are significant, and parameter estimates are largely similar to the baseline. While 

population growth and the Northeast region become weakly significant, and the urbanization rate and the South 

region are no longer significant, examination of the variance inflation factors of the regression suggests imperfect 

multicollinearity related to the small business employment shares. Second, the regional dependence of the excess 

shifts on house price appreciation is examined using regional interaction effects, as Famiglietti et al. (2020) find 

significant regional differences in the severity and duration of the Great Recession related to housing market 

conditions.  

 
7 The recipiency rate data from the Department of Labor’s Employment & Training Administration between 2000 - 2006 is used. 
8 Employment by firm size is available through the United States Census Bureau’s Statistics of U.S. Businesses. The state 

share of small business employment averaged between 2000 and 2006 is used. 
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The results in column 3 of Table 3 show the results are robust, as interaction effects are not significant and 

other results are similar to the baseline. Third, the baseline sector groups are disaggregated to NAICS super 

sectors9 to explore the excess shifts’ dependence on different parts of the service sector. Results in column 4 of 

Table 3 show little change from the baseline results. Housing price appreciation is now significant at the 10% 

instead of the 5% level, and only information sector employment is weakly significant at the 10% level among the 

disaggregated sectors. 

One limitation of the cross-sectional regression analysis is that it uses only information on the regressors 

prior to the shifts in the Beveridge curve to limit simultaneity and data availability concerns. Events and economic 

changes concurrent to the shift period affect the timing of the shifts and size of the initial excess shifts. However, 

events after the initial shifts occur, such as state labour market reforms, differences in the duration of unemployment 

insurance eligibility, or oil price shocks, could lead to higher unemployment rates in some states and larger excess 

shifts. In general, the effects of events and reforms during the post-shift period can be avoided by adjusting the end 

date of the post-shift study period, studied by examining their effects on the excess shifts, or studied more directly 

by studying shifts from these events if enough data is available prior to the shift to form a stable Beveridge curve. 

For example, a significant drop in oil prices in 2014, likely demand-driven as discussed in Alsalman (2023), 

contributed to higher unemployment in states with significant oil and gas production. Karaki (2018) documents that 

such oil price shocks likely increased unemployment in states with high oil and gas production but reduced it in 

some others. Higher unemployment in the most significantly affected states would cause their excess shifts to rise 

independently of the causes of the Great Recession shifts in the Beveridge curve. While this concern is mitigated 

in our results by the generally low excess shifts in oil-producing states, the decomposition could exclude this period 

by adjusting the end date of the post-shift study period 𝑇2 to early 2014 or studying it separately to detect Beveridge 

curve shifts as oil prices decreased. However, this paper focuses on the effects of the Great Recession, so such 

work is left for future research. 

4. Extensions and Robustness 

In this section, extensions of the methodology to alternative functional forms and breakpoint estimation 

methods, and the robustness of the results to alternative benchmarks are explored. 

4.1. Alternative Benchmarks 

In this subsection, the robustness of the results to alternative calculations of the shift benchmarks are 

explored by calculating alternative state shares of the expected Beveridge curve shift 𝜋𝑖, which are the average 

share of national unemployment for the pre-shift period between December, 2000 and December, 2006 in the 

baseline. Changing benchmarks affects neither the Beveridge curve estimation nor the shift dates, so the shift 

dates are the same as the baseline for benchmark robustness checks. Generally, if the benchmark change causes 

a state’s share 𝜋𝑖 to increase, then its expected shift 𝑠𝑖,𝑡̂ increases in (13), which decreases its excess shift in the 

Beveridge curve (14). 

2006 Benchmark 

An alternative benchmark is selected to address the possibility that the share of the unemployed may change 

over time across states because of migration, population growth, and demographics. The baseline state shares 

based on 6 years of data may underestimate faster-growing states’ share of unemployed after 2006, so the 

alternative benchmark from just 2006 is computed, which is the last year before the possible shifts.  

Table 2, column 3 shows the excess shifts with the benchmark shift set to be the states’ share of unemployed 

averaged in 2006. This alternative specification is overall robust, with a 0,973 cross-sectional correlation between 

 
9 Some smaller states do not have separate data on the natural resource and mining supersector, so the construction, natural 

resource, and mining sectors are combined. 
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excess shifts of this benchmark and the baseline. For example, Nevada, with the fastest population growth between 

2000 and 2010, still shows a Beveridge curve shift roughly triple the expected amount. Utah and Florida had their 

excess shifts increase by more than 35 percentage points in this benchmark due to low unemployment in 2006. 

Both states had unemployment rates below 3% in 2006, contributing to Florida’s unemployed share dropping from 

5,2% to 4,3%, and Utah’s from 0,76% to 0,53% in this benchmark. These findings indicate that a short benchmark 

window is sensitive to temporary local economic changes. 

The cross-sectional regression results from (15) with the new excess shifts 𝑠𝑖
𝑒‾  from the expected benchmark 

are shown in column 2 of Table 4.  

Table 4: Cross sectional regression results for functional form robustness checks 

Independent Variables 
Baseline 2006 Benchmark LF Benchmark Log Form 

(1) (2) (3) (4) 

Population Growth Rate (%/year) 
35,125*** 28,336*** 30,271** 21,243 

(12,255) (10,458) (12,270) (14,821) 

Urbanization Rate (%) 
1,301*** 1,313*** 1,589*** 1,251*** 

(0,492) (0,445) (0,427) (0,456) 

House Price Appreciation Rate (%/year) 
6,152** 6,790*** 4,897** 5,669* 

(2,830) (2,591) (2,485) (2,977) 

Private Service Share (%) 
1,233 1,549 -0,663 1,871 

(2,071) (2,083) (2,107) (2,211) 

Manufacturing Share (%) 
1,203 1,425 1,002 1,386 

(2,203) (2,256) (2,101) (2,383) 

Construction and Resource Share (%) 
10,835*** 12,011*** 6,545** 12,658*** 

(2,850) (2,271) (3,019) (3,506) 

Midwest 
34,295 20,723 15,629 24,205 

(21,055) (20,573) (21,010) (20,935) 

Northeast 
59,914** 35,118 44,281 47,197 

(29,835) (27,387) (27,373) (28,859) 

South 
57,893*** 46,445** 45,188** 56,781*** 

(19,035) (18,563) (17,579) (18,968) 

Constant 
-377,329*** -395,048*** -227,220 -404,442** 

(143,629) (148,502) (150,021) (169,235) 

Adjusted 𝑅2  0,668 0,694 0,630 0,606 

Residual Std. Error (df = 41) 35,282 34,226 33,373 36,658 

F Statistic (df = 9; 41) 12,155*** 13,574*** 10,471*** 9,548*** 

Note: Sample size is 51. White (1980) robust standard errors in parentheses, *p<0,1; **p<0,05; ***p<0,01. 

Source: Author’s estimates 

The results are largely robust, except that the Midwest and Northeast regions lose significance, though their 

parameter estimates are of the same sign as in the baseline results. 
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Labour Force Benchmark 

The 2006 benchmark indicates the results can be sensitive to short-term trends. Thus, the state labour force 

shares are considered as a potentially more stable benchmark due to the relative stability of the labour force 

compared to unemployment. Table 2, column 4 shows the excess shifts if the benchmark uses each state’s share 

of the labour force instead between December 2000 and December 2006, and they are closely related to the 

baseline excess shifts with a 0,966 correlation. West Coast states and the District of Columbia have higher excess 

shifts than the baseline since their average unemployment rates were higher than the national average between 

2000 and 2006. Their shares of the Beveridge curve shift are lower under the labour force benchmark, which causes 

their excess shifts to be higher than the baseline. Likewise, states with falling excess shifts had lower unemployment 

rates between 2000 and 2006, higher expected shifts under a labour force benchmark, and lower excess shifts 

compared to the baseline. 

The cross-sectional regression results from (15) with the labour force benchmark excess shifts are in the 

4th column of Table 4. The population growth rate is now only significant at the 10% level, and the manufacturing 

share, Midwest region, and Northeast region lose significance, but the parameter estimates are still the same sign 

as in the baseline results. Overall, the labour force benchmark results appear to be a reasonable alternative 

benchmark, but the excess shifts are not as closely related to the change in the changes of the state unemployment 

shares before and after the shifts (correlation: 0,931). 

4.2. Natural Logarithm Beveridge Curve Estimation 

The baseline algorithm can be modified to incorporate simple, common alternative functional forms for the 

Beveridge curve between vacancies and unemployment, such as the natural logarithm functional form, which 

Michaillat & Saez (2021) argue is an appropriate functional form for the Beveridge curve. The Beveridge curve 

regression equation for the logarithm form is: 

ln(𝑣𝑡) = 𝛾1,𝑖 + 𝛾2,𝑖ln(𝑢𝑖,𝑡) + 𝜖𝑖,𝑡                                                                                                                      (16) 

An advantage of this specification is simplicity: it does not require the use of root-finding algorithms to find 

the predicted unemployment rate given the vacancy rate. The predicted unemployment rate at time 𝑡 corresponding 

to (10) is: 

𝑢𝑖,𝑡̂ = exp (
ln(𝑣𝑡) − 𝛾1,𝑖

𝛾2,𝑖
)                                                                                                                                   (17) 

There are no other changes to the baseline algorithm for computing the Beveridge curve shifts. 

The natural logarithm functional form leads to minor changes compared to the baseline results, as shown in 

Table 2, columns 5 and 6. The correlation between the excess shifts in the benchmark and logarithm forms is high 

at 0,976. Compared to the baseline, the main difference is that the breakpoints are estimated slightly later on 

average, with 11 states and the District of Columbia shifting in September of 2010. Louisiana shifts in December, 

2012, more than 4 years after the baseline shift, and has an 85.8% higher excess shift. As described in more detail 

below in Section 4.3., Louisiana experienced high unemployment after Hurricane Katrina, which makes Louisiana’s 

expected unemployment from the Beveridge curve higher in a shorter sample than the baseline. The late shift, 

combined with its relatively higher unemployment starting in late 2014 compared to the national rate, cause 

Louisiana’s excess shift to be positive (56,1%) rather than negative in the baseline. The cross-sectional regression 

results on the logarithm form’s excess shifts in Table 4 column 4 are similar to the baseline results, except 

population growth is no longer significant, and house price appreciation is significant at the 10% instead of the 5% 

level. Both parameter estimates remain positive, and the parameter on house price appreciation is similar to the 

baseline. 
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4.3. Alternative Breakpoint Estimation 

In the baseline, state breakpoints are chosen using a Quandt (1960) likelihood ratio test, which is a common 

test to find a single breakpoint at an unknown date. In this subsection, alternative breakpoint selection methods are 

evaluated to examine the robustness of the results to the breakpoints. The common breakpoints examine the use 

of the national breakpoint and later breakpoints as the state breakpoints. Multiple breakpoints may exist in the data, 

and the Bai & Perron (1998, 2003) method is employed to evaluate the potential for multiple breaks in the sample. 

Common Breakpoints 

The use of common breakpoints across states instead of state-specific breakpoints is explored in the 

estimation of (9). In the common breakpoint results, the excess Beveridge curve shifts are calculated starting 

immediately after the breakpoint. Two common breakpoints are used: August, 2009, which matches the aggregate 

shift in the Beveridge curve, and December, 2010, after most state Beveridge curves have shifted in the baseline 

results. First, column 3 of Table 5 shows the excess shift results if each state has the same August 2009 breakpoint 

as the national Beveridge curve.  

Table 5: Excess shifts for alternative breakpoints extensions 

State/District 

Baseline Results 
Aug. 2009 

Breakpoint 

Dec. 2010 

Breakpoint 
Bai-Perron Estimation 

Bai-Perron 

Breakpoints 

Excess Shift 

(%) 

Shift Date 

(Y-M) 

Excess 

Shift (%) 

Excess 

Shift (%) 

Excess 

Shift (%) 

Shift Date 

(Y-M) 

Excess Shift 

(%) 

(1) (2) (3) (4) (5) (6) (7) 

Alaska -78 2008-12 -78,5 -79,6 -66,5 2009-8 -78,7 

Alabama 24,8 2009-12 31 29,6 55,6 2007-5 31,8 

Arkansas -77,8 2010-9 -82,1 -82 -98,5 2009-1 -85,1 

Arizona 86,9 2009-11 93,2 96,9 104,7 2009-11 95,6 

California 29,1 2010-3 27,5 28,5 46 2007-2 32,6 

Colorado -26,1 2010-3 -24,1 -29,4 -13,8 2009-12 -25,7 

Connecticut 86,9 2010-3 81,4 85,2 37,7 2007-5 90,4 

District of Columbia 20 2009-11 28,9 30,5 41,6 2009-7 25,6 

Delaware 74,8 2008-9 78 87,9 67,4 2009-11 81,5 

Florida 107,9 2009-12 105,9 112 144,7 2007-2 119,7 

Georgia 99,6 2010-3 87,8 96,8 46,2 2009-3 88,1 

Hawaii 5,1 2010-9 6,7 5,2 36,9 2007-5 10,8 

Iowa -62,9 2009-12 -62,9 -62,9 -68,2 2008-11 -64,7 

Idaho 8,9 2010-3 18,4 15,3 47,4 2009-3 17,7 

Illinois -6,5 2009-12 -5,4 -1,1 10 2007-2 -2 

Indiana -21,5 2009-12 -26,7 -24,3 -37,7 2009-11 -24,2 

Kansas -85 2009-12 -86,2 -87,8 -72,9 2009-4 -85,7 

Kentucky -36,2 2008-9 -36,3 -35,4 -54,7 2009-1 -40,1 

Louisiana -29,7 2008-11 8,9 3,3 -14,8 2007-9 -16,4 

Massachusetts -27,8 2010-3 -27 -25,2 -48,1 2007-3 -24,9 

Maryland 47,2 2009-12 51,6 55,6 38,1 2007-3 34,5 

Maine -37,2 2010-3 -43,5 -40,8 -74,7 2009-1 -44,8 
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State/District 

Baseline Results 
Aug. 2009 

Breakpoint 

Dec. 2010 

Breakpoint 
Bai-Perron Estimation 

Bai-Perron 

Breakpoints 

Excess Shift 

(%) 

Shift Date 

(Y-M) 

Excess 

Shift (%) 

Excess 

Shift (%) 

Excess 

Shift (%) 

Shift Date 

(Y-M) 

Excess Shift 

(%) 

(1) (2) (3) (4) (5) (6) (7) 

Michigan -74,7 2007-1 -90,1 -87,1 -128,9 2009-1 -90 

Minnesota -52,2 2007-1 -63,5 -65,9 -98,8 2009-3 -62,7 

Missouri -52,8 2009-12 -58,4 -59,4 -68,2 2009-4 -57,5 

Mississippi -51,9 2009-12 -56,5 -55,8 -111,3 2007-5 -53,9 

Montana -11,5 2009-12 -4,8 -5,6 8,3 2007-5 -3,2 

North Carolina 18,1 2009-12 19,1 18,3 24,8 2008-10 16,7 

North Dakota -92,3 2011-12 -93,6 -94,7 -113 2007-11 -96,7 

Nebraska -77,1 2009-12 -74,4 -77,2 -50,3 2009-7 -74,7 

New Hampshire -48,5 2011-5 -56,7 -49,3 -64,7 2007-4 -56 

New Jersey 51,5 2010-3 52 56,1 46 2009-8 51,4 

New Mexico 41,6 2009-11 67 65,3 36,6 2007-5 46,4 

Nevada 215,1 2010-3 185,7 203,5 113,6 2009-11 191,3 

New York -4,5 2011-5 -5,9 -4 4,2 2009-8 -8,2 

Ohio -60,6 2009-11 -64,7 -66 -83,9 2009-11 -61,8 

Oklahoma -29,5 2009-2 -21,3 -22,3 -41,4 2007-12 -33,5 

Oregon -60,8 2010-3 -58,7 -61,8 -53,3 2007-6 -66,3 

Pennsylvania -20,2 2009-12 -17,1 -14,8 -9,7 2009-4 -18,7 

Rhode Island 56,2 2010-3 42,9 51,1 2,2 2009-3 44,3 

South Carolina -37,7 2009-12 -43,5 -45,8 -59 2009-4 -42,2 

South Dakota -49,4 2009-12 -46,9 -48,3 -60 2007-9 -54,6 

Tennessee -3,3 2010-3 -9,1 -5,8 -26,7 2009-3 -9,8 

Texas -26,5 2010-3 -20,5 -26,9 3,6 2009-4 -21,6 

Utah 5,8 2012-12 3,5 -13 -66 2007-6 -14,2 

Virginia 65,4 2009-12 71,5 77,5 63,7 2009-10 71,4 

Vermont -60,7 2007-1 -72,1 -73,3 -104 2009-12 -69,8 

Washington -22,7 2009-11 -19,1 -23,9 16,2 2009-7 -18,2 

Wisconsin -59,5 2009-12 -64,9 -62,7 -80,5 2007-12 -72,4 

West Virginia -15,5 2009-11 -5,9 -8,2 -6,3 2007-6 -22,4 

Wyoming 57,3 2009-8 73,5 73,5 125,6 2009-8 74,3 

Mean Abs. Change - - 6,7 6,2 26,1 19,4 m. 6,7 

Corr. with Baseline - - 0,987 0,991 0,873  0,991 

Source: Author’s estimates 

They show similar results as the baseline with an excess shift correlation of 0,987 and a mean absolute 

change in the excess shift of 6,7%. Column 2 of Table 6 shows that the cross-sectional regression results are 

robust as the parameter estimates and significance of variables is similar to the baseline. 
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Table 6: Cross sectional regression results for breakpoint extensions 

Independent Variables 
Baseline Aug. 2009 Break Dec. 2010 Break BP Estimation BP Breaks 

(1) (2) (3) (4) (5) 

Population Growth Rate 

(%/year) 

35,125*** 25,847** 27,986* 16,832 30,014*** 

(12,255) (11,207) (15,527) (11,472) (11,225) 

Urbanization Rate (%) 
1,301*** 1,413*** 1,383** 1,514*** 1,394*** 

(0,492) (0,485) (0,651) (0,524) (0,511) 

House Price Appreciation 

Rate (%/year) 

6,152** 5,687** 6,508 7,304*** 6,402** 

(2,830) (2,781) (4,270) (2,439) (2,767) 

Private Service Share (%) 
1,233 1,070 1,405 0,654 1,160 

(2,071) (2,179) (3,074) (2,290) (2,165) 

Manufacturing Share (%) 
1,203 0,592 0,859 0,068 0,985 

(2,203) (2,348) (3,078) (2,061) (2,234) 

Construction and 

Resource Share (%) 

10,835*** 12,209*** 12,793*** 13,618*** 11,895*** 

(2,850) (2,582) (3,602) (3,776) (2,859) 

Midwest 
34,295 23,767 31,659 17,107 29,934 

(21,055) (20,689) (29,971) (23,579) (21,702) 

Northeast 
59,914** 49,353* 56,394 26,046 54,690* 

(29,835) (28,734) (40,367) (25,440) (30,518) 

South 
57,893*** 57,113*** 63,082** 48,900*** 57,695*** 

(19,035) (18,831) (26,812) (17,618) (19,313) 

Constant 
-377,329*** -359,778** -398,573* -346,315** -380,274*** 

(143,629) (156,891) (212,391) (154,445) (146,692) 

Adjusted 𝑅2  0,668 0,659 0,652 0,638 0,663 

Residual Std. Error 

(df = 41) 
35,282 35,776 37,696 40,052 36,287 

F Statistic (df = 9; 41) 12,155*** 11,716*** 11,409*** 10,801*** 11,909*** 

Note: Sample size is 51. White (1980) robust standard errors in parentheses, *p<0,1; **p<0,05; ***p<0,01. 

Source: Author’s estimates 

Second, column 4 of Table 5 shows the excess shift results if each state had a December 2010 breakpoint, 

which was relatively later than most state shifts. These excess shifts are also highly correlated (correlation: 0,991) 

and do not change much (mean absolute change of 6,2%) compared to the baseline results. The cross-sectional 

regression results in column 3 of Table 6 also show little change compared to the baseline results, except house 

price appreciation has a similar parameter estimate but is no longer statistically significant. Overall, the results are 

robust to the use of common breakpoints. 

Bai and Perron Breakpoints 

Beveridge curves can experience multiple breaks, as documented by Diamond & Şahin (2015) and 

Michaillat & Saez (2021). The possibility of multiple breakpoints in each state’s estimation of (9) is explored through 

the Bai & Perron (1998, 2003) method, which is a method that searches for multiple unknown breakpoints. Their 

method divides the regression model into 𝐾 breaks and 𝐾 + 1 regimes and modifies the Beveridge curve 

estimation equation to:  
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ln (
1 − 𝑢𝑖,𝑡

𝑢𝑖,𝑡
) = 𝛽1,𝑖,𝑘 + 𝛽2,𝑖,𝑘ln (

𝑣𝑡

𝑢𝑖,𝑡
) + 𝜖𝑖,𝑡                                                                                                  (18) 

𝑡 = 𝑇𝑘−1, … , 𝑇𝑘                 𝑘 = 1, . . . , 𝐾 + 1.                                                                                                            

Each regime 𝑘 has Beveridge curve parameters estimated for each state 𝛽1,𝑖,𝑘 and 𝛽2,𝑖,𝑘. Their method 

uses an efficient dynamic programming algorithm to identify the optimal breakpoints for each possible number of 

breaks 𝐾 and then chooses the number of breakpoints typically based on an information or other criteria10. 

First, the Bai & Perron method is employed in determining structural breakpoints and the associated data 

window 𝑇𝑘−1 to 𝑇𝑘  for equation (18) in each state. The resulting breakpoints and excess shifts are in columns 5 

and 6 of Table 5. This method chooses breakpoints that are an average 19,1 months different than the baseline 

results. Most (42) states have earlier breakpoints than the baseline results. All states except Maryland have a pre-

Great Recession breakpoint that excludes the 2001 recession from the Beveridge curve estimation, which means 

the Beveridge curve estimates train on a short data window (median 37 months). An outlier adjustment for Louisiana 

is made since results without the adjustment are implausible11. The excess shifts are highly correlated (correlation: 

0,873) with the baseline results, but there are some qualitative differences between them. First, Florida accounts 

for the largest shift in the Beveridge curve with a 144,7% excess shift, as Nevada’s excess shift falls to 113,6%. 

Second, two of the states that account for an inward shift of the Beveridge curve, Michigan (excess shift: -128,9%) 

and Mississippi (-111,3%), are vulnerable to short sample issues. Michigan’s unemployment rate failed to recover 

from the 2001 recession and hovered near 7% until the Great Recession, while Mississippi’s unemployment rate 

briefly increased by more than 2,5% in the aftermath of Hurricane Katrina, which causes a slight outlier issue like 

Louisiana. The differences in the excess shifts do not substantially affect the cross-sectional regression results 

from (15) in column 4 of Table 6, as they are similar to the baseline result, with only the population growth rate 

losing significance. 

Second, the Bai & Perron method is used as an alternative to choosing the states’ Great Recession 

breakpoints only while estimating the Beveridge curve for each state using the full sample before the breakpoint. 

This method ignores pre-Great Recession breakpoints and shows that the changes in the excess shifts are caused 

mainly by the loss of the data around the 2001 recession. Despite the significant changes in the breakpoints 

compared to the baseline, the excess shift results in column 7 of Table 5 are quite similar to the baseline results 

with a mean absolute excess shift change of 6,7 percentage points and a correlation of excess shifts with those of 

the baseline of 0,991. The cross-sectional regression results on the excess shifts in column 5 of Table 6 are quite 

similar to the baseline results. While the results are still generally robust, the risk of using the Bai and Perron method 

for the Great Recession is losing information for the Beveridge curve estimates that would anchor projections of 

what would happen during a national recession with a low vacancy rate. 

Conclusion 

The results in this paper support that there are diverse causes of the Great Recession shift in the Beveridge 

curve. The decomposition results across states suggest some regional differences in the extent and timing of shifts 

in the Beveridge curve. Regression results suggest that higher population growth, house price appreciation, 

urbanization, and construction and natural resource sector employment leading up to the Great Recession led to 

higher excess shifts, which supports that housing market problems, geographic mismatch, skills mismatch, and 

other factors could all help explain the Great Recession shift in the Beveridge curve. 

 
10 The Bayesian information criterion is applied, as Bai & Perron (2003) note that the Akaike information criterion tends to 

overestimate the number of breaks. 
11 Louisiana’s initial excess Beveridge curve shift (-4.081%) overstates the outward adjustment relative to other states. The 

Bai & Perron method identifies March 2005 as a breakpoint, preceding Hurricane Katrina, which raised unemployment from 
5.3% in August to over 11% by December (NCEI, 2025). This distortion yields an unrealistically high post–Great Recession 
unemployment share. Accordingly, the full pre-break sample (Dec 2000–Aug 2007) is retained for projection. 
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The decomposition method provides a flexible method to study other shifts in the Beveridge curve and their 

potential causes. For example, it could be used to further study the unusual shape and shifts of the Beveridge curve 

during the COVID-19 pandemic documented by Lubik (2021), Barlevy et al. (2024), and Cheremukhin & Restrepo-

Echavarria (2025). State-level differences in sectoral employment, public health policies, and timing of the 

pandemic’s effects could help explain both outward and inward shifts of the Beveridge curve. With state-level data, 

the method could be used to examine Beveridge curve shifts within states, which would help local policymakers 

identify areas and causes of economic duress or study the effects of state labour market policy changes. The 

method could examine Beveridge curve shifts in and across other countries from recessions and other events so 

long as their labour markets follow a stable Beveridge curve relationship with area-wide job vacancies and there is 

enough data before the shifts to estimate this relationship. It also may be used to address the finding from Abraham 

(1987) that geographic mismatch across regions contributed more than 1% to rising unemployment in the 1970s. 

The decomposition results in this paper suggest that only significant differences in shifts between high 

population states or regions could account for such a large increase in unemployment from geographic mismatch. 

In addition, the decomposition with benchmarks could be applied to demographic and sectoral groups, such as 

structural differences in the Beveridge curve by sex as noted in Sheldon (2023). Benchmarks based on mean 

shares of unemployed in different age groups, industries, or demographic groups could help quantify how much 

each group contributes to overall shifts in the Beveridge curve, which would guide policymakers to aid those 

affected by worsening labour market conditions. 
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