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Abstract 

This survey aims to offer a thorough and organized overview of research on anomaly detection, which is a 

significant problem that has been studied in various fields and application areas. Some anomaly detection 

techniques have been tailored for specific domains, while others are more general. Anomaly detection involves 

identifying unusual patterns or events in a dataset, which is important for a wide range of applications including 

fraud detection and medical diagnosis. Not much research on anomaly detection techniques has been conducted 

in the field of economic and international trade. Therefore, this study attempts to analyse the time-series data of 

United Nations exports and imports for the period 1992 – 2022 using LSTM based anomaly detection algorithm. 

Deep learning, particularly LSTM networks, are becoming increasingly popular in anomaly detection tasks due to 

their ability to learn complex patterns in sequential data.  

This paper presents a detailed explanation of LSTM architecture, including the role of input, forget, and 

output gates in processing input vectors and hidden states at each timestep. The LSTM based anomaly detection 

approach yields promising results by modelling small-term as well as long-term temporal dependencies.  

Keywords: anomaly detection; long short-term memory; machine learning; artificial intelligence; economic trade. 

JEL Classification: C01; C18; C33; C45; C51. 

Introduction 

Anomaly detection is a technique used to identify unusual patterns or events in a dataset that do not conform 

to the expected behaviour or typical values. Anomaly detection is interesting because it involves automatically 

discovering interesting and rare patterns from datasets (Ahmed et al., 2014). Anomaly detection has been widely 

studied in statistics and machine learning. Anomalies are also referred to as outliers, novelties, or deviations. 

Anomalies are important because they indicate significant but rare events, and they can prompt critical actions to 

be taken in a wide range of application domains, including fraud detection in financial transactions, intrusion 

detection in network security, fault detection in manufacturing processes, and medical diagnosis in healthcare (Lin 

et al., 2005; Chandola et al., 2009; Chalapathy and Chawla, 2019).  

In the broader field of machine learning, recent years have witnessed a proliferation of deep neural networks, 

with unprecedented results in diverse application domains. Deep learning is a subset of machine learning that 

achieves good performance and flexibility by learning to represent the data as a nested hierarchy of concepts within 

layers of the neural network. (Peng and Mărculescu, 2015; Javaid et al., 2016). Deep learning outperforms 

traditional machine learning as the scale of data increases as illustrated in Figure 1.  
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The recent trends in machine learning have witnessed that deep learning-based anomaly detection 

algorithms are becoming increasingly popular in a diverse set of tasks. Figure 2 provides a glimpse that deep 

learning completely surpasses traditional methods in various domains. 

Figure 1. Performance comparison of deep learning-based algorithms vs traditional algorithms 

                                  

Figure 2. Applications deep learning-based anomaly detection algorithms 

 

In this paper, we focus on anomaly detection research in the international trade domain. Many sub-fields of 

economics are moving towards the use of AI in behavioural modelling, e.g., (Aggarwal and Chakraborty, 2017, 

2019, 2020a, 2020b, 2020c, Ghoddusi et al., 2019) for energy and international economics. However, there is 

limited work in the literature that shows tailored and optimized neural network algorithms for economic applications. 

Neural networks offer the ability to find connections between variables that are difficult to detect using traditional 

machine learning methods. Even compared to other machine learning approaches, neural networks can provide a 

better fit in the long term as found in (Gopinath et al., 2020; Monken et al., 2021) for international trade. The 2020 

U.S. National Artificial Intelligence Initiative Bill states that “Artificial intelligence is a tool that has the potential to 

change and possibly transform every sector of the U.S. economy” (S. 1558 – AIIA 2020). Given its obvious influence 

on sectoral growth, the next sector for AI to advance is international trade, and its causal effects on production, 

consumption, and prices. 
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What are anomalies? 

Many authors have proposed varying definitions for an anomaly in their research; however, there has not 

been a universally adopted definition. Exact definitions of an anomaly depend on the problem statement, 

assumptions regarding the structure of the data and the application in consideration. However, definitions exist that 

are considered general to most if not all cases, regardless of the setting or application. Of those definitions, the 

most widely recognized is by Hawkins, who defines the concept of an anomaly or an outlier in this case, as follows: 

“An outlier is an observation which deviates so much from the other observations as to arouse suspicions that it 

was generated by a different mechanism” (Hawkins, 1980). This definition refers to data from a statistics-based 

intuition, where normal data follows a generating mechanism and anomalies are samples or instances which 

deviate from this mechanism. Thus, anomalies often relay useful information about a system’s abnormal 

characteristics that are impacting the generating mechanism (Aggarwal, 2013). Figure 3 illustrates anomalies in a 

simple 2-dimensional dataset. The data has two normal regions, N1 and N2 since most observations lie in these 

two regions, whereas the region O3, and the data points O1 and O2 are few data points which are located further 

away from the bulk of data points and hence are considered anomalies.  

Figure 3. Graphical visualization of anomalous data in a two-dimensional representation 

 

Anomalies might be induced in the data for a variety of reasons, such as malicious activity or breakdown of 

a system, with the common characteristic that these reasons are of interest to the analyst. Such activities include 

credit card fraud, cyber-intrusion, terrorist activity, breach of computer network, etc.  

Types of anomalies 

Anomalies can be classified into different categories, and these refer to various types of unexpected or unusual 

events or data points that do not conform to a well-defined characteristic of normal behaviour. The type of anomaly 

being dealt with is a crucial aspect of consideration for any anomaly detection technique. The three main categories 

of anomalies are discussed below: 

▪ Point anomalies: These are individual data points that are significantly different from the rest of the data 

in a dataset. For instance, the monthly expenditure on grocery shopping can be considered. If the usual 

expenditure on grocery shopping per month is USD 500 but if it becomes 5001 in any random month then 

it is a point anomaly. 

▪ Contextual anomalies: These are data points that are not anomalous on their own but are considered 

unusual when considering the context or conditions in which they occur. For instance, high expenditure 

on credit cards during a festive period, e.g., Christmas or New Year, is usually higher than the rest of the 
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year. Although the expenditure during a festive month can be considered high, it may not be anomalous 

due to the high expenses being contextually normal at that time. 

▪ Collective anomalies: These are groups of data points that are anomalous when analysed together but 

may not be anomalous when analysed individually. For example, in a human Electrocardiogram (ECG) 

output, the existence of low values for a long period of time indicates underlying phenomenon 

corresponding to abnormal pre-mature contraction (Keogh et al., 2005), however, one low value by itself 

is not considered as anomalous.   

The few other categories of anomalies are as follows: 

▪ Temporal anomalies: These are data points that exhibit anomalous behaviour over time, such as sudden 

spikes or drops in value. A common example of a temporal anomaly is credit card fraud detection. Credit 

card transactions typically occur at regular intervals and have a consistent pattern of behaviour. Any 

transaction that deviates significantly from this pattern may be considered anomalous and indicative of 

fraud. For example, if a customer who typically makes small purchases suddenly starts making large 

transactions at unusual times, it could be flagged as a temporal anomaly.  

▪ Spatial anomalies: These are data points that exhibit anomalous behaviour in terms of their location or 

spatial distribution. A common example of a spatial anomaly is detecting unusual patterns in the 

distribution of disease outbreaks. Epidemiologists can use spatial analysis techniques to identify clusters 

of cases that occur near each other, indicating a potential outbreak. Any area that has a significantly higher 

incidence of a disease compared to its neighbouring regions may be considered a spatial anomaly.  

▪ Rare events: These are events that are highly unusual or unexpected, such as natural disasters or cyber-

attacks. 

▪ Noise anomalies: These are data points that are not actually anomalous but appear to be due to 

measurement errors or random fluctuations in the data. A common example of a noise anomaly is in 

sensor data. Sensors can sometimes produce inaccurate or random measurements due to a variety of 

factors, such as environmental conditions, electrical interference, or malfunctioning equipment. These 

measurements may not actually reflect any meaningful signal, but they can still be captured and recorded 

as part of the dataset, leading to false conclusions if not handled correctly. For example, if a temperature 

sensor in a room suddenly produces a reading that is significantly higher or lower than the surrounding 

readings, it could be flagged as a noise anomaly. 

Anomaly detection is related to but distinct from noise removal (Chen et al., 1990) and noise accommodation 

(Rousseeuw and Leroy, 1987), both of which deal with unwanted noise in the data. In real-world applications, the 

data may be affected by a significant amount of noise, which may not be of interest to the analyst, but acts as a 

hindrance during the data analysis stage. It is usually only significantly interesting deviations that are of interest 

(Aggarwal, 2013). The detrimental effect of noise on data analysis drives the need for noise removal, as it removes 

any unwanted objects before data analysis (Xiong et al., 2006). Another topic related to anomaly detection is novelty 

detection (Markou and Singh, 2003a, 2003b; Saunders and Gero, 2000) which aims at detecting previously 

unobserved novel patterns in the data, e.g., a new topic of discussion in a news group. The distinction between 

novel patterns and anomalies is that the novel patterns are typically incorporated into the normal model after being 

detected. 
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What are novelties? 

Novelty detection is the identification of a novel or unobserved patterns in the data. The novelties detected 

are not considered as anomalous data points; instead, the data points are applied to the regular data model 

(Miljković, 2010). A novelty score may be assigned for these previously unseen data points, using a decision 

threshold score (Pimentel et al., 2014). The points which significantly deviate from this decision threshold may be 

considered as anomalies or outliers. For instance, in Figure 4 the images of white tigers among regular tigers may 

be considered as a novelty while the image of horse, panther, lion and cheetah are considered as anomalies. The 

techniques used for anomaly detection are often used for novelty detection and vice versa. 

Figure 4. Illustration of novelty in the image dataset 

 

1. Literature Survey 

A substantial amount of research on outlier detection has already been conducted in statistics in the previous 

century (Rousseeuw and Leroy, 1987; Barnett and Lewis, 1994; Hawkins, 1980; Beckman and Cook, 1983). An 

extensive review of novelty detection techniques using deep learning framework and advanced statistical 

methodology has been presented in Markou and Singh (2003a, 2003b). A plethora of published research literature 

has been conducted by applying anomaly detection techniques in various applications in different domains. 

Anomaly detection has emerged as the topic of focus for many surveys and review papers in recent years. An 

extensive survey of anomaly detection techniques developed in machine learning and statistics has been provided 

by (Hodge and Austin, 2004; Nguyen and Armitage, 2008). These surveys provide extensive background on outliers 

or anomalies and the challenges associated with detecting them, thereby marked a significant impact on further 

research in various fields. In 2003, Noble and Cook detected unusual patterns within graph-based data using the 

concept of ‘conditional entropy’ (Noble and Cook, 2003). In 2009, Chandola et al. also surveyed different aspects 

of anomaly detection techniques that has been proposed in research but not covered in the literature of Hodge and 

Austin, provided more meaningful insight into the real-world applications they are employed in Chandola et al. 

(2009). 
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A survey Zimek et al. (2012) published research for high-dimensional numerical data and reviewed 

unsupervised anomaly detection techniques specifically. The focus of the research was to discuss the aspects of 

the ‘curse of dimensionality’ in detail. The analysis involved in this research was comparison of two categorizes of 

specialized algorithms: ones that address the presence of irrelevant feature or attributes in the model and others 

that are more concerned with efficiency and effectiveness of the model. Temporal data poses another issue for 

detecting anomalies in the dataset. With the advances in computational capabilities enabling the availability of 

various forms of temporal data, the need to extensively review the anomaly detection techniques in time-series 

data has arisen. In this respect, Gupta et al. (2013) conducted research and provided significant insight into various 

applications of temporal anomaly detection and the associated challenges in each domain. 

Other exhaustive survey papers exist that focus more specifically on the techniques and applications of 

anomaly detection in several domains includes (Patcha and Park, 2007; Garcia-Teodoro, 2009; Callado et al., 

2009; Zhang et al., 2009; Sperotto et al., 2010). Patcha and Park (2007) presented surveys of anomaly detection 

techniques used specifically for cyber intrusion detection. Callado et al. (2009) reported major techniques and 

problems identified in IP traffic analysis, with an emphasis on application detection. Zhang et al. (2009) presented 

a survey on anomaly detection methods in network intrusion detection. A review of flow-based intrusion detection 

was presented in Sperotto et al. (2010), who elaborates on the concepts of flow and classified attacks and provided 

a detailed discussion of detection techniques for DoS attacks. Other literature surveys have been reported in the 

context of wireless networks (Sun et al., 2006; Sun et al., 2007a, Sun et al., 2007b; Sun et al., 2007c). Sun et al. 

(2007a) presented a survey of intrusion detection techniques for mobile ad-hoc networks (MANET) and wireless 

sensor networks (WSN). Their analysis also highlighted the several important research issues and challenges in 

the context of building IDSs by integrating aspects of mobility. A systematic literature review of different graph-

based anomaly detection techniques that have been studied in published literature (Pourhabibi et al., 2020).  

Not much extensive research on anomaly detection techniques has been conducted in the field of economic 

and international trade. Understanding, modelling, and predicting international trade is a central domain in 

economics. Economists have implemented the Gravity equation of trade to describe trade flows (Anderson 1979, 

Aggarwal et al., 2022; Aggarwal et al., 2023). More recently, researchers across multidisciplinary fields have 

identified international trade as well suited for machine learning and network analysis (Bhattacharya et al., 2007; 

Aggarwal 2016, 2017a, 2017b; Aggarwal et al., 2021). By harnessing machine learning methods, researchers have 

been able to better predict agricultural exports trade patterns using Gradient Tree Boosting, ARIMA, and 

XGBoosting (Batarseh et al., 2019; Aggarwal and Chakraborty, 2021, 2022). Use of shallow neural networks also 

improves international trade forecasting (Wohl and Kennedy 2018). Combining neural networks with network 

analysis theory of international trade, (Panford-Quainoo et al., 2020; Monken et al., 2021) demonstrates the efficacy 

of country GDP classification using a Graph Neural Networks (GNNs) for a single period. Our contribution to the 

literature is to detect anomalies in novel ways for United States trade data over the past two decades and 

influencing public policy for the greater good.  

2. Deep Learning Anomaly Detection Techniques 

Deep learning anomaly detection techniques have gained prominence in recent years, demonstrating 

significantly better performance than other techniques in addressing real-world problems. These include neural 

networks (NN) architectures of various types, such as convolutional neural networks (CNN), long short-term 

memory networks (LSTM), autoencoders (AE) and generative adversarial networks (GANs). (Agarwal et al., 2017; 

Fiore et al., 2019; Wang et al., 2020). Neural networks have been successfully applied to a wide range of tasks, 
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including image and speech recognition, natural language processing, and predictive analytics. Convolutional 

neural networks are commonly used for image recognition tasks.  

LSTM networks are well-suited for tasks that involve processing sequential data, such as speech 

recognition, natural language processing, and time series prediction. Autoencoders have many applications, 

including image and video compression, anomaly detection, and feature extraction for downstream tasks such as 

classification or clustering. They can also be used for generative modelling by training the decoder network to 

generate new data points by sampling from the compressed representation. Generative adversarial networks are 

used for generating realistic synthetic data, such as images and videos. This section reviews the neural network 

algorithms and its different types that have been applied in the published literature. 

2.1. Neural Networks (NN) 

A neural network is a type of machine learning model that is designed to mimic the structure and function of 

the human brain. In this section, we are primarily concerned with feedforward neural networks, also known as multi-

layered perceptron networks (MLP), which are simplest type of neural networks. It is made up of interconnected 

nodes, or neurons, which are organized into layers. 

The basic building block of a neural network is the neuron. Each neuron receives one or more inputs, which 

are multiplied by weights that represent the strength of the connection between the neuron and its inputs. The 

neuron then applies an activation function to the weighted sum of the inputs, producing an output. The activation 

function is a non-linear function that is applied to the weighted sum of the inputs. It is used to introduce non-linearity 

into the network and enable it to learn complex relationships between inputs and outputs. Common activation 

functions include sigmoid, tanh, and ReLU (rectified linear unit). A neural network typically consists of an input 

layer, one or more hidden layers, and an output layer. The input layer receives the input data, which is then passed 

through the hidden layers before reaching the output layer (Michelucci, 2018). A graphical illustration of a densely 

connected NN can be seen in Figure 5. Each hidden layer consists of multiple neurons, each of which applies an 

activation function to the weighted sum of its inputs. During training, the weights of the connections between 

neurons are adjusted in order to minimize the difference between the network's predicted outputs and the true 

outputs. This process is executed by feeding the network a set of training examples, each with a known input and 

output, and adjusting the weights based on the difference between the predicted and true outputs. 

Figure. 5. Labelled visual representation of a densely connected multi-layered perceptron 
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Neural network algorithm can be broken down into several steps, including: 

▪ Initialize the weights of the connections between the neurons in the network to small random values. 

▪ Feed the input data into the input layer of the neural network. The data then flows through the network, 

layer by layer, until it reaches the output layer. At each layer, the weighted sum of the inputs is calculated, 

and an activation function is applied to produce the output of each neuron. 

▪ Compare the output of the neural network to the actual output and calculate the loss or error. This is 

typically done using a loss function such as mean squared error (MSE) or cross-entropy loss. 

▪ Propagate the error backwards through the network, from the output layer to the input layer. The error is 

used to adjust the weights of the connections between neurons, with the goal of minimizing the loss. 

▪ Use an optimization algorithm, such as stochastic gradient descent (SGD) or Adam, to update the weights 

of the connections between neurons based on the error calculated during backpropagation. 

▪ Repeat steps 2-5 for multiple iterations or epochs, until the network has learned to produce accurate 

outputs for the given inputs. 

▪ Use the trained neural network to predict the output for new inputs. 

This process is typically repeated multiple times with different training examples until the network can 

accurately predict outputs for unseen data. Additionally, hyperparameters such as the learning rate, number of 

layers, and number of neurons in each layer can be tuned to improve the performance of the neural network 

2.2. Convolutional Neural Networks (CNN) 

CNN is another type of deep learning architecture that was first introduced in the 1990s, which is 

characterized as a network with many layers categorized into the input, pooling, fully connected, and output layers 

(LeCun and Bengio, 1995). They are named after the fact that the convolutional layer performs a mathematical 

operation known as convolution on the input. CNN (LeCun et al., 1998) is a subclass of neural networks that takes 

advantage of the spatial structure of the inputs. CNN models have a standard structure consisting of alternating 

convolutional layers and pooling layers (often each pooling layer is placed after a convolutional layer). Figure 6 

displays a representation of the structure of a CNN’s layers. CNNs are usually trained by backpropagation via 

Stochastic Gradient Decent (SGD) to find weights and biases that minimize certain loss function in order to map 

the arbitrary inputs to the targeted outputs as closely as possible. CNNs have been predominantly used for image-

driven pattern recognition tasks due to the essential nature of the input, which is usually in matrix form (O’Shea 

and Nash, 2015). However, they have been demonstrated to be applicable in other fields and domains by 

manipulating the structure of the input data.  

Figure 6. Schematic representation of the layers of a CNN and the associated functions. 
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The various layers of CNN’s architecture are responsible for carrying out different operations. As briefly 

mentioned, the convolution operation is performed in the convolutional layer, which preserves the spatial 

relationship of the input to extract derived features. Different filters are used for the convolution operation, acting 

as feature detectors. The pooling layer reduces the dimensionality of the feature maps produced from the 

convolutional layer using subsampling techniques, retaining the most critical information, and makes the network 

more robust to small variations in the input image. Pooling allows for the input to be more manageable, reducing 

the number of computations and parameters in the network, which helps to control overfitting (Krizhevsky et al., 

2012; Albelwi and Mahmood, 2017). The fully connected and output layer is a traditional densely connected 

feedforward NN or MLP whose input is the output from the convolutional and pooling layer and serves to classify 

the data. 

The algorithm of a convolutional neural network (CNN) can be broken down into several steps, including: 

▪ Convolution: The input image is convolved with a set of learnable filters, also known as kernels or weights. 

Each filter is moved across the image, and the dot product of the filter and the image pixels within the filter 

window is calculated at each position. This produces a feature map that highlights certain patterns or 

features in the image. 

▪ Activation: An activation function such as ReLU (rectified linear unit) is applied to the output of each 

convolution operation. This introduces non-linearity into the network and enables it to learn complex 

features. 

▪ Pooling: A pooling operation is applied to the output of the activation function. This down samples the 

feature map by taking the maximum or average value within a small window. This reduces the 

dimensionality of the feature map and makes the network more computationally efficient. 

▪ Repeat: Steps 1-3 are repeated multiple times, with the output of one layer becoming the input to the next 

layer. This allows the network to learn increasingly complex features at higher levels of abstraction. 

▪ Fully Connected Layers: The output of the last convolutional layer is flattened and passed through one or 

more fully-connected layers, also known as dense layers. These layers perform a weighted sum of the 

inputs, followed by an activation function, to produce the final output of the network. 

▪ Loss Calculation: Compare the output of the neural network to the actual output and calculate the loss or 

error. This is typically done using a loss function such as cross-entropy loss. 

▪ Backpropagation and Weight Update: Propagate the error backwards through the network using 

backpropagation and update the weights of the connections between neurons using an optimization 

algorithm such as stochastic gradient descent (SGD) or Adam. 

▪ Repeat: Repeat steps 1-7 for multiple iterations or epochs, until the network has learned to produce 

accurate outputs for the given inputs. 

▪ Prediction: Use the trained CNN to predict the output for new inputs. 

This process is typically repeated multiple times with different training examples until CNN can accurately 

predict outputs for unseen data. Additionally, hyperparameters such as the size of the filters, the number of filters 

in each layer, and the size of the pooling windows can be tuned to improve the performance of the CNN. 

2.3. Long Short-Term Memory Networks (LSTM) 

Long Short-Term Memory networks (LSTM) are an extension of recurrent neural networks (RNN), a form of 

deep neural network primarily used for time series data proposed by Hochreiter and Schmidhuber in 1997 

(Hochreiter and Schmidhuber, 1997). Each neuron in an LSTM is a cell with ‘memory’ that can store information, 

maintaining its own state, in contrast to RNNs that merely take the current input from their previous hidden state to 
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output a new hidden state. LSTM is designed to overcome the vanishing gradient problem in traditional RNNs, 

which occurs when gradients become too small during backpropagation and cause the network to forget long-term 

dependencies. LSTM is used for processing sequential data such as time series, natural language text, or speech. 

(Gers et al., 2000; Yu et al., 2019) 

LSTM is composed of several memory cells, each containing three gates: input, forget, and output gates. 

The input gate controls the amount of new information that enters the cell, while the forget gate controls the amount 

of old information that is retained in the cell. The output gate controls the amount of information that is outputted 

from the cell. During each timestep, the LSTM receives an input vector and a hidden state vector from the previous 

timestep. The input vector is first multiplied by a weight matrix and added to the previous hidden state vector. The 

resulting vector is then fed through the input gate, which applies a sigmoid activation function to the weighted sum 

of the input and the previous hidden state. The output of the input gate is then multiplied by a candidate vector that 

contains new information, which is passed through a hyperbolic tangent function to normalize the values between 

-1 and 1. The forget gate is then applied to the previous hidden state vector and the input vector. It also applies a 

sigmoid activation function to the weighted sum of the previous hidden state and the input vector.  

The output of the forget gate is then multiplied by the previous cell state vector, which results in the removal 

of unnecessary information from the cell. The output gate is then applied to the current input vector and the current 

hidden state vector. It applies a sigmoid activation function to the weighted sum of the input vector and the current 

hidden state. The output of the output gate is then multiplied by the hyperbolic tangent of the current cell state 

vector, resulting in the output of the LSTM cell. The LSTM architecture can be stacked to form multiple layers, 

which allows the network to learn more complex patterns in the input sequence. The output of the final LSTM cell 

is typically fed through a dense layer with a SoftMax activation function to predict the next element in the sequence. 

The algorithm of Long Short-Term Memory (LSTM) networks can be broken down into several steps: 

▪ Input Processing: The input sequence is fed into the LSTM network, with each element of the sequence 

being processed one at a time. 

▪ Forget Gate: The LSTM network decides which information from the previous time step to forget, by using 

a sigmoid activation function to decide which values to keep or discard. 

▪ Input Gate: The LSTM network decides which new information to add to the memory cell, by using a 

sigmoid activation function and a tanh activation function to compute the values to add. 

▪ Update Memory Cell: The LSTM network updates the memory cell with result of the forget and input gates. 

▪ Output Gate: The LSTM network decides which information to output, by using a sigmoid activation 

function and a tanh activation function to compute the output value. 

▪ Output: The LSTM network produces the output value and passes it on to the next time step. 

▪ Repeat: Steps 2-6 are repeated for each element of the input sequence. 

▪ Loss Calculation: Compare the output of the LSTM network to the actual output, and calculate the loss or 

error. This is typically done using a loss function such as mean squared error (MSE) or binary cross-

entropy. 

▪ Backpropagation and Weight Update: Propagate the error backwards through the network using 

backpropagation, and update the weights of the connections between neurons using an optimization 

algorithm such as stochastic gradient descent (SGD) or Adam. 

▪ Repeat steps 1-9 for multiple iterations or epochs, until the network has learned to predict outputs 

accurately.  
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2.4. Autoencoders (AE) 

An autoencoder (AE) is a type of unsupervised deep learning network symmetric in structure with fewer 

nodes in the middle layers. It has a section that encodes inputs into a lower-dimensional representation and another 

section that decodes or reconstructs that input again (Boukerche et al., 2020).  

The basic idea behind an autoencoder is to learn a compressed representation of the input data by reducing 

its dimensionality and then reconstructing the original data from this compressed representation. Autoencoders are 

composed of two main components: an encoder network that compresses the input data into a lower-dimensional 

representation, and a decoder network that reconstructs the original data from this representation. The encoder 

network takes the input data and applies a series of transformations to it to reduce its dimensionality. This is typically 

done using a series of fully connected layers or convolutional layers with non-linear activation functions, such as 

ReLU or sigmoid. As illustrated in Figure 7, the input layer passes the input data to the hidden layer to the output 

layer, where it is decoded and reconstructed as much as possible. The number of hidden layers in an AE is arbitrary, 

with the condition that for each part of the network, e.g., the encoder, each subsequent hidden layer must have 

fewer neurons than the previous layer. The output of the encoder network is a compressed representation of the 

input data that captures its most important features. The decoder network takes this compressed representation 

and reconstructs the original data from it. Like the encoder network, the decoder network is typically composed of 

fully connected or convolutional layers with non-linear activation functions. The output of the decoder network is a 

reconstruction of the original input data that has been compressed and then decompressed. During training, the 

autoencoder tries to minimize the difference between the original input data and the reconstructed output data. This 

is done by optimizing a loss function such as mean squared error or binary cross-entropy. The parameters of the 

encoder and decoder networks are adjusted using backpropagation to minimize this loss function (Chalapathy and 

Chawla, 2019; Kucharski et al., 2020). 

Figure 7. Schematic of an autoencoder network’s basic, symmetric architecture 
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The algorithm of an autoencoder in a neural network can be broken down into several steps, including: 

▪ Encoding: The input data is fed into the encoder network, which compresses the data into a lower-

dimensional representation. This is typically done using one or more fully-connected layers with a non-

linear activation function such as ReLU. 

▪ Decoding: The encoded data is then fed into the decoder network, which reconstructs the original input 

data. This is typically done using one or more fully-connected layers with a non-linear activation function 

such as ReLU. 

▪ Loss Calculation: Compare the output of the autoencoder to the actual input data, and calculate the loss 

or error. This is typically done using a loss function such as mean squared error (MSE) or binary cross-

entropy. 

▪ Backpropagation and Weight Update: Propagate the error backwards through the network using 

backpropagation and update the weights of the connections between neurons using an optimization 

algorithm such as stochastic gradient descent (SGD) or Adam. 

▪ Repeat: Repeat steps 1-4 for multiple iterations or epochs, until the network has learned to reconstruct 

the input data accurately. 

▪ Prediction: Use the trained autoencoder to reconstruct the input data or to encode new data into a lower-

dimensional representation. 

The objective of an autoencoder is to learn a compressed representation of the input data that captures its 

most important features. The compressed representation can then be used for tasks such as data compression, 

data visualization, or feature extraction. Autoencoders can be further specialized for specific tasks, such as 

denoising autoencoders, variational autoencoders, or convolutional autoencoders, depending on the nature of the 

input data and the desired output. 

2.5. Generative Adversarial Networks (GAN) 

Generative Adversarial Networks (GANs) is proposed by Goodfellow et al. (2014), which uses a minimax 

game to train the generation model from the game theory perspective. These are a type of deep learning model 

that consists of two neural networks: a generator and a discriminator. The generator is responsible for generating 

new data that is similar to the training data, while the discriminator tries to distinguish between the generated data 

and the real data. Figure 8 illustrates the structure of GAN, which includes two networks; one is the generator G. 

The goal of G is to transform the noise variable z into the generated sample G(z), which learns the distribution of 

real data x. The other is discriminator D, whose goal is to distinguish whether a sample is real or generated. Both 

G and D implement non-linear mapping by using network structures, such as multi-layer perceptron (Bengio et al., 

2013; Goodfellow et al., 2014). 

Figure 8. Schematic of a Generative Adversarial Network (GAN) model 
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The basic idea behind GANs is to have the generator learn from the feedback provided by the discriminator. 

The generator starts by producing random noise as input, and then generates a sample of data that is similar to 

the training data. The discriminator is then fed both the generated sample and a sample of real data, and it is trained 

to classify which sample is real and which is fake. The generator is then updated based on the feedback provided 

by the discriminator, with the goal of generating data that is increasingly difficult for the discriminator to distinguish 

from the real data (Mirza and Osindero, 2014). 

The algorithm of Generative Adversarial Networks (GANs) can be broken down into several steps, including: 

▪ The generator network is trained to generate synthetic data from random noise input, typically using one 

or more fully-connected layers and a non-linear activation function such as ReLU or tanh. 

▪ The discriminator network is trained to distinguish between real data and synthetic data generated by the 

generator network, typically using one or more fully-connected layers and a sigmoid activation function. 

▪ The generator and discriminator networks are trained together in an adversarial process, where the 

generator network tries to generate synthetic data that can fool the discriminator network, and the 

discriminator network tries to accurately distinguish between real and synthetic data. 

▪ Compare the output of the discriminator network to the actual labels (real or fake), and calculate the loss 

or error. This is typically done using a loss function such as binary cross-entropy. 

▪ Propagate the error backwards through the discriminator network using backpropagation, and update the 

weights of the connections between neurons using an optimization algorithm such as stochastic gradient 

descent (SGD) or Adam. Then, propagate the error backwards through the generator network using 

backpropagation, and update the weights of the connections between neurons using the same 

optimization algorithm. 

▪ Steps 3-5 are repeated for multiple iterations or epochs, until the generator network has learned to 

generate synthetic data that can fool the discriminator network. 

▪ Use the trained generator network to generate new synthetic data. 

The objective of GANs is to learn a probability distribution over the input data, so that the generator network 

can generate synthetic data that is similar to the real data. GANs can be used for a variety of tasks, such as image 

and video generation, data augmentation, and style transfer. However, training GANs can be challenging due to 

the instability of the adversarial training process, and several techniques such as batch normalization, gradient 

penalty, and Wasserstein distance have been proposed to improve the stability and convergence of GANs.  

The recent research work that has deployed neural network algorithms to evolve into published literature 

are summarized in Table 1. 

Table 1. Summary of published literature using different types of Neural Network algorithms 

Year Reference Method Comments 

1994 Ghosh and Reilly MLP MLP resulted in 20% to 40% decrease in economic losses. 

1997 He et al. MLP 
MLP had poor accuracy on its own, improved the results when clustering 

implemented prior to training 

2002 Maes et al. MLP 
MLP trained on pre-processed dataset, adaptive learning rate proved to 

be beneficial. 

2009 Wiese and Omlin LSTM LSTM outperformed SVMs as well as the MLP proposed by Maes et al. 

2014 Khan et al. MLP 
Model achieves high detection rate at cost of increased false positives 

and is computationally expensive. 

2016 Paula et al. AE AE was able to detect the fraudulent cases. 
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Year Reference Method Comments 

2016 Fu et al. CNN CNN achieved F-score of 0.33 and outperformed MLPs. 

2017 
Heryadi and 

Warnars 
CNN-LSTM 

CNN’n short-term and LSTM long-term abilities combined to capture 

temporal relations. AUC score of 77% achieved. 

2017 Kazemi and Zarrabi AE AE accuracy of 81.6% achieved in the model. 

2018 Wang et al. MLP Model addressed the problem of NNs overfitting with F-score of 98.4 %. 

2018 Jurgovsky et al. LSTM LSTM with feature aggregation strategy detected fraud behaviour. 

2018 Pumsirirat and Yan AE AE performed poorly with small dataset. 

2018 Chen et al. SAE-GAN 
GAN trained on SAE-learned features from majority class has improved 

F-score and precision, but with a decrease in recall. 

2019 Tanaka and Aranha GAN-DT 
DT trained with minority class GAN-based oversampling had slightly 

higher precision, but lower recall than when using SMOTE or ADASYN. 

2019 Fiore et al. GAN-MLP 

MLP trained with GAN-based oversampling had improved recall, and 

proposed model also outperformed SMOTE in terms of recall, but had 

slightly lower specificity. 

2020 Charitou et al. SAE-GAN 
SAE features extracted from entire train set, then used to train generator 

of GAN to produce complementary samples. 

3. Data and Methodology 

The present analysis is based on exhibit history of United States international trade in goods and services. 

The foreign trade data (export of goods, export of services, import of goods and import of services) for the purpose 

of the analysis is drawn for the period 1992-2022 from United States Census Bureau (undated). 

First, it is observed that at the composite level, U.S. exports and imports has witnessed an increasing trend over 

the past two decades. United nations trade flows have registered fairly strong growth over 1992-2008, accompanied 

by rising commodity prices. Post financial crises in 2008; trade fell steeply before rebounding strongly during 2010-

2011 (WTO, 2015; Aggarwal, 2020; Nag et al., 2021; Aggarwal, 2023a, 2023b). After witnessing moderate growth 

over 2012-2014, an economic downturn is observed in 2015-2016, and thereafter a strong rebound is marked in 

2017-2018 (UNCTAD, 2019; Aggarwal, 2020). Following the COVID-19 crises, a major slowdown impacted the U.S 

economy drastically in 2020 (UNCTAD, 2022), finally a remarkable progress in U.S. trade with world economy has 

been observed in 2021. Figure 9 reports the year-wise trend of U.S. trade during the period 1992-2022. Exports of 

goods has witnessed high growth in its value from US $439 billion to US$2085 billion, import of goods have been 

marked with ever higher growth in its value from US $536 billion to US $3277 billion, whereas export of services 

has increased from US $177 billion to US $924 billion and import of services has increased from US $119 billion to 

US $680 billion respectively in 1992 and 2022. 
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Figure 9. United States trade with ROW (1992-2022) 

 

Second, the input data is standardized (z-score normalized) using ‘scikit-learn’ Python library before 

applying a machine learning algorithm. To standardize the variables, the mean of each variable is subtracted from 

each observation and then divided by the standard deviation of that variable (Annexure 1). This centers the 

variables around zero and scales them to have unit variance. The standardized variables can be represented as: 

𝑍 =
(𝑋 − 𝑚𝑒𝑎𝑛(𝑋))

𝑠𝑡𝑑 𝑑𝑒𝑣(𝑋)
 

where: X is the original variable, mean(X) is the mean of X, and std dev(X) is the standard deviation of X. The 

resulting scores have a mean of 0 and a standard deviation of 1. 

Third, LSTM-based anomaly detection is applied to the dataset. In this method, we have considered a time 

series X = {x(1), x(2),…,.x(n)}, where each point x(t) € R m in the time series is an m-dimensional vector {x1
(t), 

x2
(t),…,.xm

(t)}, whose elements correspond to the input variables. A prediction model learns to predict the next l 

values for d of the input variables s.t. l ≤ d ≤ m. The normal sequence(s) are divided into four sets: normal train 

(sN), normal validation -1 (vN1), normal validation – 2 (vN2), and normal test (vA). We first learn a prediction model 

using stacked LSTM networks and then compute the prediction error distribution for detecting anomalies in the 

trade dataset. 

3.1. Long Short-Term Memory (LSTM) based Prediction Model 

We have considered the following LSTM network architecture. We take one unit in the input layer for each 

of the m dimensions, d*lunits in the output layer such that there is one unit for each of the l future predictions for 

each of the d dimensions. The LSTM units in the hidden layer are fully connected through recurrent connections. 

We have stacked LSTM layers such that each unit in a lower LSTM hidden layer is fully connected to each unit in 

the LSTM layer above it through feedforward connections. The prediction model is learned using the sequence(s) 

in sN. The set vN1 is used for early stopping while learning the network weights (Malhotra et al., 2015). 

Anomaly detection using the prediction error distribution: With a prediction length of l, each of the selected 

dimensions of x(t) € X for l < t ≤ n – l is predicted l times. We compute an error vector e(t) for point x(t) as e(t) = 

[e11
(t),….., e1l

(t),……, ed1
(t),……, edl

(t)], where eij
(t) is the difference between and xi

(t) its value as predicted at time t-j. 
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Anomaly score from the Multivariate Gaussian Distribution model is calculated as: 

𝐴𝑛𝑎𝑚𝑜𝑙𝑦 𝑆𝑐𝑜𝑟𝑒 =  (e − µ)∑−1(e − µ)𝑇 . 

Precision is calculated as the ratio of true positives (the number of correctly identified anomalies) to the total 

number of positives (the number of all data points identified as anomalies, including false positives). A high precision 

score indicates that the algorithm is accurately identifying a high proportion of true anomalies while minimizing false 

positives. Precision is defined as: 

Precision = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑖𝑡𝑣𝑒𝑠 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)
. 

Recall is the ratio of true positives to the sum of true positives and false negatives. In the context of anomaly 

detection, a true positive refers to an actual anomaly that has been correctly identified by the anomaly detection 

algorithm, while a false negative refers to an anomaly that has been missed by the algorithm and classified as 

normal. Mathematically, recall is defined as: 

Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑖𝑡𝑣𝑒𝑠 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
. 

High recall is desirable in anomaly detection because it indicates that the algorithm is correctly identifying 

most of the anomalies in the dataset. Anomalies can be important events that require immediate attention or 

investigation, such as a fraudulent transaction or a network intrusion, and missing them can have serious 

consequences (Agarwal et al., 2017). Therefore, it is crucial to ensure that the anomaly detection algorithm has a 

high recall to minimize the risk of missing important anomalies.  

The F1 score is a commonly used performance metric in anomaly detection that balances the trade-off 

between precision and recall. It is the harmonic mean of precision and recall and is calculated as: 

F1 score = 
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
. 

The F1 score ranges between 0 and 1, where a score of 1 indicates perfect precision and recall, and a score 

of 0 indicates poor performance. In anomaly detection, a high F1 score indicates that the algorithm is both 

accurately identifying true anomalies and minimizing the number of false positives. However, it's important to note 

that optimizing for F1 score alone may not always be the best approach, as it depends on the specific use case 

and the consequences of missing or misclassifying anomalies. Sometimes, optimizing for high recall or high 

precision may be more important than optimizing for F1 score. Therefore, it's important to evaluate the performance 

of an anomaly detection algorithm using multiple metrics, including precision, recall, F1 score, and other relevant 

metrics, and select the best approach based on the specific requirements and constraints of the application. 

The current analysis uses monthly times series data for each of the variables (i.e., export of goods, export 

of services, import of goods and import of services) for the period 1992-2022 where each point in the time series 

in an m dimensional vector whose elements correspond to the input variables. This implies that a total of 372 points 

exists in the dataset. Thereafter, LSTM based prediction model is applied where we have first trained the model 

with a trainset which contains no anomalies, then we have used the trained model to detect anomalies in a test set, 

where anomalies are included.  Figure 9 highlights the steep fall in trade values i.e., the economic slowdown, which 

is primarily witnessed in the period 2008-2009 and 2020 due to onset of economic recession and COVID-19 

respectively. The model is trained with 100 epochs, weight decay of 0.0001 and window size of 3. 
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4. Research Results 

The LSTM based prediction model is trained for 100 epochs. When the model started to learn in epoch 1, 

the validation loss was 1.8277. At epoch 20, the validation loss was 0.7056 and at epoch 100, the validation loss 

was reduced to 0.46. This can also be visualized from Figure 10, Figure 11 and Figure 12. Figure 10 depicts that 

model has not learned the trend of export of goods, export of services, import of goods and import of services, 

therefore the prediction (marked by green line) is not accurate. Figure 11 depicts that model have learned some 

aspects of the growth trend of export of trade data, leading to better predictions. Figure 12 depicts that model fully 

learned the trend of export of goods, export of services, import of goods and import of services, resulting in the 

accurate prediction of trade data. 

Once the model has trained the time series data (with 100 epochs) for export and import of goods and 

services without anomalies (excluding data-points [197,232], [337,350]). The next step is to use this trained model 

to detect anomalies in the test set for export of goods, export of services, import of goods and services. The 

threshold value of anomaly score detected by the algorithm is 60. The first anomaly is detected near point 200 in 

the below graph (Figure 13 – Figure 17) which is marked by the period of 2008 economic recession, the second 

anomaly is detected near point 340 which is the period of economic downturn i.e., challenges posed by COVID-19. 

Interestingly, it can be observed that anomalies are detected accurately for export of goods in Figure 13, export of 

services in Figure 14, import of goods in Figure 15 and import of services in Figure 16. Therefore, stacked LSTM 

network architecture has successfully captured the anomalies in the trade dataset. 

 

Figure 10. Prediction after Epoch 1 

 

Figure 11. Prediction after Epoch 20 
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Figure 12. Prediction after Epoch 100 

 

Figure 13. Anomaly detection for export of goods 

 

Figure 14. Anomaly detection for export of services 

 

Figure 15. Anomaly detection for import of goods 
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Figure 16. Anomaly detection for import of services 

 

In anomaly detection, a marginal decrease in recall can be worse than a greater increase in precision 

because it can mean missing a significant number of true anomalies. As mentioned earlier, recall is the proportion 

of true anomalies that the anomaly detection algorithm identifies correctly. If the algorithm's recall is already high, 

even a small decrease can result in missing a considerable number of anomalies. Figure 17 depicts the recall value 

of 0.8 at threshold anomaly score of 60. 

Figure 17. Precision and Recall trade-off for threshold anomaly score 

 

Conclusion 

The analysis demonstrate that stacked LSTM network is able to learn higher-level temporal patterns without 

prior knowledge of the pattern duration and so stacked LSTM networks may be a viable technique to model normal 

time series behaviour, which can then be used to detect anomalies. The LSTM-AD approach deployed in the current 

analysis yields promising results on real-world international trade datasets which involve modelling small-term as 

well as long-term temporal dependencies. LSTM-AD provide better or similar results when compared with RNN-

AD suggesting that LSTM based prediction models may be more robust in nature compared to RNN based models, 

especially when the long-term dependencies of the normal time-series behaviour is unknown. 

In this paper, we have deployed LSTM network architecture to detect anomalies in United States trade 

dataset. The model is trained with 100 epochs on the time series dataset where each point x(t) € R m in the time 

series is an m-dimensional vector (export and import of goods and services) whose elements correspond to the 

input variables. Our learned prediction model using stacked LSTM networks can compute the prediction error 

distribution for detecting anomalies in the trade dataset and hence calculates the anomaly score that represents 

the unusual data-points in comparison to normal data. The algorithm flagged the data points with the anomaly score 

beyond the threshold level and after the research investigation, it was found that the anomalous data-points could 

be attributed to the period of economic downturn (i.e., financial crises in 2008 and COVID-19 in 2020). 
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Future research may focus on the introduction of more trade-specific dimensions in the LSTM framework to 

detect anomalies in the real-world datasets. Also, the robustness of the model can be increased by incorporating 

other advanced economies as well.  
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Annexure 1. 

from sklearn import preprocessing, decomposition 

data_scaled = sklearn.preprocessing.scale(df1.values) 

df1['scaled1'] = data_scaled[:,0] 

df1['scaled2'] = data_scaled[:,1] 

df1['scaled3'] = data_scaled[:,2] 

Source: Author’s construction 


